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1 Introduction

+ Phonetic segmentation is the process of splitting
speech into distinct phonetic units.

« Automatic phonetic segmentation should replicate
the precision of human segmentation as closely as

possible, but segmentation behavior data is scarce.

* This corpus captures human segmentation behavior
by recording phonetician’s gaze with an eyetracker,
along with other relevant modalities.

2 Data recording

+ Segmentation of a 46 s audio recording (48 kHz sam-
pling rate).

* The audio was segmented using the Praat software.

« Segmenter gaze was recorded with a Tobii TX300
eyetracker.

* Playback audio, webcam video, and screen contents
were also recorded.

* The Praat Ul state and final manual segmentation
were also stored.

3 Gaze on spectrogram
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Spectrogram of the utterance “The North Wind and
the Sun”.

Fixations are rendered as red circles.

Blue lines represent the manual boundaries placed
by the participant.

4 Fixation regions

2
S 100 -
+
© .
X 75- Section
4=
5 Waveform

50 -
“an I . .Spectrogram
(g0} .
2 25- Annotation
]
b
o 0-
n_ | | | | | | |

01 02 03 04 05 06 07
Subject

5 Segmentation progress
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6 Conclusion

* Recorded a multimodal corpus of segmentation be-
havior data from phonetic experts.

+ All relevant information sources were recorded, e.g.,
gaze, playback audio, video, and screen recording.

* The processed data is released under a Creative
Commons license and publicly available on GitHub:

https://git.io/eyeseg-data.
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