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Abstract

This paper describes a framework for synthesis of expressive
speech based on MARY TTS and Emotion Markup Language
(EmotionML). We describe the creation of expressive unit se-
lection and HMM-based voices using audiobook data labelled
according to voice styles. Audiobook data is labelled/split ac-
cording to voice styles by principal component analysis (PCA)
of acoustic features extracted from segmented sentences. We in-
troduce the implementation of EmotionML in MARY TTS and
explain how it is used to represent and control expressivity in
terms of discrete emotions or emotion dimensions. Preliminary
results on perception of different voice styles are presented.
Index Terms: speech synthesis, unit selection, parametric
speech synthesis, expressive speech, EmotionML, signal pro-
cessing

1. Introduction

Audiobooks are becoming a popular and challenging resource
for creating synthetic expressive speech [1]. The expressivity
variation in audiobooks imposes several challenges, in the sense
that although it is rich, it is difficult to handle. In the tradi-
tional unit selection technique, for example, it is very difficult
to use all audiobook data unless the data has been previously
labelled or clustered according to voice style, emotion, imper-
sonated characters, or in general, according to some level of
expressivity. Some techniques that have been proposed to split
or cluster audiobook data include manual selection of neutral
data [2], manual annotation of interpreted characters [3], and
unsupervised clustering using prosody descriptors [4] or glottal
source features [5].

Whether the audiobook data is split into subsets or not, the
next challenge is to create expressive voices that can render sev-
eral styles, including neutral narrative style. Several approaches
can be followed: create or train one voice for each particular
style in addition to neutral [6]; create only one voice that is ca-
pable of rendering expressive narrative style, using style related
context features [7, 8]; or create a universal or neutral model
that is adapted to the styles of small expressive sets [4, 5].

The final challenge is, given an arbitrary text or paragraph,
how to automatically select an appropriate expressive style for
synthesis. This is also related to the problem of representing
those styles, emotions or levels of expressivity in a standard
way, so that they can be used, for example, in emotion-related
applications. One option to tackle this problem is the Emo-
tion Markup Language (EmotionML) standard [9, 10], a World
Wide Web Consortium (W3C) candidate recommendation flex-
ible enough to represent emotions and related states. With re-
spect to the challenge of automatically predicting the style of

arbitrary text, some techniques used in recognition of emotions
in text can be used to train prediction models. For example,
linguistic information has been used in [11] to recognise affect
in a 3D continuous space. Also, emotional salience of words
has been used in [12] to detect emotions in text; in [6] we ad-
dressed this issue with sentiment analysis, where different sen-
timent scores are extracted from audiobook text sentences and
used to train a voice style prediction model.

In this paper, we extend the work in [6] to first of all create
only one voice capable of rendering several styles, instead of
creating several voices in different styles. This idea is in part
motivated by the work in [13], where a style context feature
is also used, but in our case the style is determined automat-
ically by splitting audiobook data using principal component
analysis (PCA) of acoustic features. We show how this style
feature can be used to create expressive unit selection and/or
HMM-based voices in the MARY TTS framework. Secondly,
we extend the current implementation of EmotionML in MARY
TTS to encode the audiobook style as the arousal dimension in
a 3D pleasure-arousal-dominance (PAD) representation. The
rest of the paper is organised as follows. In Section 2, we ex-
plain the creation of expressive unit selection and HMM-based
voices from audiobook data in the MARY TTS framework. In
Section 3, control of expressivity in MARY TTS using Emo-
tionML is introduced. Preliminary listening test results on per-
ception of different voice styles are presented in Section 4 and
conclusions are drawn, and future work outlined, in Section 5.

2. Building expressive voices in MARY TTS

The MARY TTS platform is an open-source, modular architec-
ture for building text-to-speech systems, including unit selec-
tion and statistical parametric waveform synthesis technologies
[14]. The code in the latest release, MARY TTS 5.0, has been
thoroughly restructured; the main new features include:

e Simplified installation and voice distribution

e Agile build management and integration of MARY TTS
into other projects (using Apache Maven [15])

e New MarylInterface API

e Emotion Markup Language (EmotionML) support

Details about these new features and the new modularised code
can be found in the new development repository [16].

In this section, we describe the pre-processing of audiobook
data, which is the same for building unit selection or HMM-
based voices. The fundamental idea is to use PCA to partition
the data into expressive sets and add a style label to each one.
Afterwards this style label is used as a context feature for creat-
ing unit selection or HMM-based voices.



2.1. Audiobook data

The audiobook data used in this paper is “The Adventures of
Tom Sawyer” released in the Blizzard Challenge 2012 [1]. The
audiobook data was already split into prosodic phrase level
chunks. The sentence segmentation and orthographic text align-
ment of the audiobook has been performed using an automatic
sentence alignment method — LightlySupervised — as described
in [17]. From the selected audiobook, we discarded the sen-
tences with confidence value < 100 %, as well as sentences with
more than 30 words. The number of sentences used was 3676,
corresponding to 17 chapters and approximately 6.6 h of record-
ings at 44.1kHz.

2.2. Data partitioning

As in [18], we used the value of the first principal component
(PC1) as a measure of expressivity, after performing a PCA of
acoustic features extracted from all audiobook sentences; this
measure is used to split the data. As acoustic features, we
extracted well-known acoustic correlates of emotional speech:
mainly prosody or fundamental frequency (FO) related features,
some intonation-related measures (FO contour measures) and
voicing strength features, used in vocoded speech and paramet-
ric synthesis to model excitation. The following acoustic fea-
tures are extracted at frame level and averaged per sentence:

e FO and FO statistics; mean, max., min., and range. FO
values were extracted with the Snack Toolkit [19].

o Number of words.

e Average energy, calculated as the short term energy av-
eraged by the duration of the sentence in seconds.

e Voicing rate calculated as the number of voiced frames
per time unit.

e FO contours, as in [20] we extracted slope (a), curvature
(b2), and inflection (c3); these measures are estimated by
fitting a first-, second- and third-order polynomial to the
voiced FO values extracted from each sentence:
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These values are calculated for the whole FO contour and
for each voiced region; a mean value is obtained from all
voiced regions in a sentence.

e Voicing strengths estimated with peak normalised cross
correlation of the input signal [21]. Seven bandpass voic-
ing strengths are calculated, that is, the input signal is fil-
tered into seven frequency bands; mean statistics of these
measures are extracted (mean_str1-7) per sentence.

The feature loadings and percentage of variance explained
by the first two principal components (PCs) are presented in
Table 1. Here we can observe that PC1 explains nearly one
third of the variance (0.31%); also according to the loadings we
can conclude that in this data voicing_rate and voicing strengths
(mean_strl-7) are the features that contribute most to the vari-
ance. This is in line with the results obtained in [22] and [4],
where better clustering of voice styles in audiobook data is ob-
tained with excitation-related features like glottal source param-
eters, voicing probability, jitter, and shimmer. It is interesting
to note that mean_FO and FO contours are not highly loaded in
PC1, which might indicate that the audio data analysed contains
more variation of speaking styles (voice quality) than extreme
emotions.

PCl1 PC2
features loadings  features loadings
voicing_rate —0.272  num-words —0.407
curvature 0.001  mean_strl —0.339
mean_curvature 0.012  mean_str3 —0.165
inflexion 0.017  curvature —0.147
mean_inflexion 0.019 mean_str4 —0.134
slope 0.027 mean_str2 —0.064
num_words 0.034  mean_curvature  —0.057
mean_slope 0.053  mean_inflexion —0.037
avg_energy 0.101  inflexion —0.016
min_f0 0.130  mean_str6 0.014
range_f0 0.242  slope 0.044
max_f0 0.259  mean_str5 0.049
mean_f0 0.261  mean_str7 0.054
mean_strl 0.270  range_f0 0.132
mean_str7 0.308 mean_slope 0.148
mean_str4 0.316 max_f0 0.210
mean_str2 0.321  voicing_rate 0.335
mean_strS 0.322  mean_f0 0.351
mean_str3 0.328 min_fO 0.373
mean_str6 0.337  avg_energy 0.418
% Variance 0.31 0.15

Table 1: PCA of audiobook acoustic features: feature loadings
and percentage of variance explained by the first two principal
components PCI and PC2.

The PC1 of each sentence was calculated and used to split
the data into several sets. Quartile statistics of PC1 were used
for partitioning the data into the following sets:

veryhigh : k2 x Q3 <=PCl 4)
high : kl1xQ3<PCl <k2xQ3 ®))
centre : klx Qi <=PCl <=kl xQ3 6)
low : k2xQ; <PCl<klxQ @
verylow PCl <=k2 x 0 ®)

where Q) and Q3 are the first and the third quartiles of PC1,
and k; and k, are constants empirically designed to generate
similar densities for levels in the centre and the extremes, where
the data is more sparse. Informal listening tests of sentences
in the different sets were performed, and perceptual differences
were found among the different sets that appear to correspond to
variation in the “arousal” dimension, more details on this topic
can be found in [6, 18].

2.3. Building voices using a style context feature

The building of unit selection voices or HMM-based voices us-
ing the voice import tools in the MARY TTS framework has
been described elsewhere [14, 23]. Here, we describe the addi-
tional steps that are performed in order to take into account the
expressive labels of the data.

As explained above, we split the audiobook data into five
sets and labelled the corresponding audio files in each set with
prefixes: veryhigh, high, center, low, and verylow. This in-
formation is passed to the AllophonesExtractor com-
ponent of the voice building tools in the form of a style def-
inition configuration file. This component, together with the
MARY text analyser, generates MaryXML files [24] contain-
ing a style parameter in the prosody element. Later, con-
text features are extracted from each MaryXML file using the



Figure 1: Voicing strengths decision tree for one state of a HMM-based voice created using a style context feature. Due to the size of
this kind of trees, just nodes of questions about style are highlighted in red to show at which level in the tree they are used. Nodes in
grey are other context linguistic questions and boxes are leaves which corresponds to PDF distributions.

PhoneUnitLabelComputer and the MARY text analyser.
Phone feature vectors are calculated which include context fea-
tures such as phonological features, linguistic and prosody-
related features like part of speech, sentence punctuation, lexi-
cal stress, as well as rule-based predictions of tones and break
indices (ToBI) accents and phrases. In addition, each phone
is assigned a style value which depends on the style of the sen-
tence. Once the acoustic parameters and context features have
been extracted according to the voice building procedure de-
scribed in [23], we continue with the normal voice building pro-
cedure.

For unit selection voice building, the acoustic models for
prosody prediction are trained by integrating style in addition
to the other context features.

For training HMM-based voices, we use the scripts pro-
vided by HTS [25]; specifically, MARY TTS 5.0 includes the
HTS 2.2 for HTK 3.4.1 training scripts, which have been mod-
ified to:

e Use monophone and full context feature labels extracted

with the MARY text analyser,

e Generate a questions file for tree building, depending
on the MARY context features selected for training the
HMMs,

e Generate and use band-pass voicing strengths during
training for mixed excitation generation.

As a result of training the HMMs, we have a set of de-
cision trees and their corresponding probability density func-
tion (PDF) distributions for fundamental frequency, voicing
strengths, and mel-generalised cepstrum (MGC). We have
found that the decision trees, created by context clustering, con-
tain more questions related to the extreme styles (veryhigh and
verylow) than the other styles, and style questions mostly ap-
pear in fundamental frequency and voicing strengths decision
trees. We also observed that the questions about style normally
appear early in the tree (cf. the example for voicing strengths
in Figure 1), which indicates that the style feature works very
well for clustering the data when there are clear acoustic dif-
ferences among the style sets. This has also been observed in
decision trees created using the style-mixed modelling method,
where emotional data annotated in several styles and tree-based
context clustering is applied to all styles at the same time [13].

For run-time synthesis using HMM-based voices, MARY
TTS includes a version of the hts_engine API (1.05) ported to
Java. This Java HMM-based synthesiser is fully integrated into
MARY TTS and has additional possibilities such as support for
explicit prosody specification using the prosody element of
the Speech Synthesis Markup Language (SSML) W3C recom-
mendation [26].

3. Control of expressivity in MARY TTS
using EmotionML

MARY TTS 5.0 implements preliminary support for request-
ing expressive synthetic speech using EmotionML. The request
can be formulated in terms of discrete emotions such as angry,
happy, or sad (cf. Listing 1), or in terms of continuous values
for emotion dimensions (PAD, cf. Listing 2).

Control of expressivity in terms of discrete emotions is pos-
sible for voices that have been trained with data in different
emotional styles. Currently, there is an example in the online
MARY TTS demo [27] of a male German unit selection voice
(dfki-pavoque-styles) with which it is possible to realise an-
gry, happy and sad emotional styles. The current implementa-
tion of EmotionML for emotion dimensions allows to map the
“big six” or the seventeen “everyday categories” of emotions
[28] into the three PAD dimensions. This is done by follow-
ing the rules described in [29] to render a position in a three-
dimensional emotion space. Emotion dimension values are in
turn implemented through modifications of pitch contour, pitch
level, and speaking rate.

Since the HMM-based voice that we have trained using au-
diobook data is capable of rendering five arousal levels, we have
extended the current implementation of EmotionML to map
these levels into the arousal dimension and pass the arousal style
as a context feature for realisation. Basically the internal arousal
value between [0, 1] is split into 5 thresholds, that will corre-
spond to the five styles, from verylow to veryhigh. So for exam-
ple worried, in the “everyday categories”, is internally mapped
into arousal=0.2, this means that for rendering this emotion cat-
egory the verylow voice style will be triggered.

Control of expressivity in terms of emotion dimensions is
mainly available in HMM-based voices (even if they were not
trained with the arousal style), since in the parametric frame-
work it is easier to generate prosody modifications while main-
taining the same quality. In unit selection voices, this feature
is limited, due to the difficulty of performing prosody modi-
fications without compromising speech quality by introducing
artifacts.

4. Voice style perception

As described above, we have created one expressive unit se-
lection voice and another HMM-based voice with the same au-
diobook data, labelled according to expressive styles. We have
performed informal listening tests with the unit selection voice
and found that for sentences in the training corpus the system is
able to synthesise extreme emotions using EmotionML, but not



<emotionml version="1.0" ...
xmlns="http://www.w3.0rg/2009/10/emotionml">
<emotion category-set="http://www.w3.org/TR/
emotion-voc/xmlfeveryday—-categories">
<category name="angry"/>
What was that all about?
</emotion>
<emotion>
<category name="happy"/>
Nice to see you again!
</emotion>
<emotion>
<category name="sad"/>
I also had something else in mind than this.
</emotion>
</emotionml>

Listing 1: EmotionML example where the style is determined by
a category name: angry, happy or sad.

<emotionml version="1.0" ...
xmlns="http://www.w3.0rg/2009/10/emotionml">
<emotion dimension-set="http://www.w3.o0rg/TR/
emotion-voc/xml#pad-dimensions">
I'm calm.
<dimension name="arousal" value="0.3"/>
<dimension name="pleasure" value="0.9"/>
<dimension name="dominance" value="0.8"/>
</emotion>
</emotionml>
Listing 2: EmotionML example where the style is determined
by a small number of continuous scales in three dimensions:
pleasure (or valence), arousal (or activity/activation), and
dominance (or control, power, or potency).

text independent. So in future experiments with unit selection
we will need to use more audiobook data to be able to perform
a listening test like the one presented below.

For the HMM-based voice, we have performed an experi-
ment similar to the one presented in [6], with the difference that
here, we have trained only one voice in different styles and gen-
erate samples in extreme emotions using EmotionML. As in the
previous experiment, we are interested to know whether users
perceive different styles in the samples, in particular extreme
ones.

In each trial of the experiment, users were presented with
a sentence synthesised in three emotions: pleased, excited and
worried. These emotions were chosen because in the internal
EmotionML implementation they are mapped into the middle
and extreme arousal levels respectively, see Table 2. Users were
asked to select from the three synthetic samples the one closest
to the original sentence spoken by the audiobook reader. The
text sentences used were the same as in the listening test in [6,
Table 6], that is, ten sentences from extreme sets, plus ten from
the centre. In the experiment, users were also given the oppor-
tunity to select “none”, if they could not decide and the text was
presented on the screen.

Eight users, non-native speakers of English participated in
the experiment, two of the listeners are speech experts. The
users listened to ten sentences of each style in random order.
There was no training phase, so the users were not familiar with
the three voice styles before the test, this was to avoid influ-
encing any preference. We have obtained similar results to the
ones reported in [6, Table 5 (b)], as can be seen in Table 2.
That is, the different styles were perceived by the users, again
the extreme styles seem to be easier to identify with 65.0% for
veryhigh style and 81.2% for verylow style. These results also
confirm the findings in [13], where HMM-based voices are cre-
ated using style-dependent modeling and style-mixed model-

Perceived style by users %
Generated emotion

excited pleased worried none
PClstyle (a=0.8) (a=0.5) (a=0.2)

veryhigh 65.0 13.8 2.5 18.8
center 2.5 47.5 47.5 2.5
verylow 2.5 16.2 81.2 0.0

Table 2: Perception of a style, diagonal agreement: 64.6%.
a: Arousal level in the EmotionML “everyday categories”.

ing and the styles are almost equally perceived in both systems.
Our results are lower than the ones presented in [13] though, in
part because we use audiobook data, not recordings of profes-
sional speakers in each particular style; also because we are us-
ing the same parametric synthesiser used in the Blizzard Chal-
lenge 2012. Currently we are working on improving the quality
of our parametric synthesiser by incorporating a glottal source
model instead of the current mixed excitation.

5. Conclusions

We have described a framework for synthesis of expressive
speech based on MARY TTS and EmotionML. We have ex-
plained how an expressive style label on the data can be used
to create expressive unit selection or HMM-based voices in the
MARY TTS framework, and how that expressivity can be repre-
sented in terms of EmotionML. We introduce the implementa-
tion of EmotionML in MARY TTS and explain how it is used to
represent and control expressivity in terms of discrete emotions
or emotion dimensions.

We have also proposed a method for splitting and labelling
different expressive styles in audiobook data using PCA of
acoustic features. In this respect we have found that voicing
strengths extracted in several bands and voicing rate are very
good correlates of expressivity in the audiobook data analysed.
The levels of expressivity in which we split the data correspond
to variations in the “arousal” dimension, therefore we were able
to map the audiobook styles to the arousal dimension of Emo-
tionML. The procedure we use in MARY TTS to create expres-
sive voices, using an expressive or emotion label, is general
enough to be used with explicitly recorded data in expressive
emotions or audiobook data labelled according to styles using
other clustering methods.

In the listening test we obtained similar results as in [13],
confirming that expressive HMM-based voices can be created
separately using data in diferent styles, as we have done in [6],
or using all the data in several styles at the same time, as we
have done in this paper. In the case of audiobook data, the im-
portant issue is to be able to separate (acoustically) clear style
clusters in the data, so the questions about style appear early in
the decision trees.

In future work we will use more audiobook data to make
experiments with unit selection synthesis; we also have plans
to incorporate glottal source parameters into the HMM-based
synthesis and into the clustering of audiobook data.
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