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Abstract: Speech segmentation is the process of splitting and identifying the
boundaries between different units of speech, i.e., words, syllables, and phones.
This paper focuses on the automatic phonetic segmentation of speech and the meth-
ods used for its evaluation. We explain the current methods used for the evaluation
of speech segmentation and highlight the details that have not been sufficiently ad-
dressed in the literature. Several metrics are explained for analysis. The phones are
grouped into several classes and the phone class transitions are observed. We found
that, most of the errors comes from those class transitions which are also difficult
for humans to segment.

1 Introduction

Nowadays many speech based applications are used in our daily life. The correctness of these
applications directly depends on good training data [1]. A good training data for such systems
is one, which defines accurate boundary location (time stamps) along with its labels, more
formally the segmentation of speech. Speech can be segmented on several different levels,
e.g., words, syllables, phones. In this paper, we will discuss the phone level segmentation i.e.,
splitting the speech into distinct phones.

The naive way to segment speech is to do it manually, also called manual segmentation.
In this method, the phoneticians places the boundaries by hand using a computer program e.g.,
Praat [2]. This method produces the most accurate segmentation, however, it is time consuming
and is prone to individual errors [3]. Therefore, automatic segmentation is desired which can
segment the speech easily and with little effort, compared to manual segmentation. Moreover,
this method is conveniently reproducible and the exact segmentation is obtained every time it is
applied.

Many researchers have used hidden Markov models (HMMs) for automatic segmenta-
tion [1, 4, 5]. A generic approach in their work was to force align the speech with their
corresponding transcripts in a supervised fashion. Some researchers have also shown how the
different variants of HMMs, i.e., monophones or triphones, affects the segmentation quality [6].
Researchers have also used different modifications to the HMM based technique to improve the
performance. Zhao et al. [7] used statistical corrections of the segmented boundaries along with
different step sizes for feature extraction to improve the segmentation performance.

The evaluation of automatic segmentation is carried out by comparing it against a reference
segmentation. The reference segmentation could be a manual segmentation or a segmentation
generated by another tool. But for evaluation, the manual segmentation is considered to be the
best reference [8]. Usually, the accuracy (Section 2.1) of the segmented speech is computed.
While the accuracy shows the quality of the segmented speech, in most of the literature it is
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not clear how it is computed. This poses a potential problem, because the results vary greatly
depending on the way accuracy is computed. Räsänen et al. [9] highlighted this problem and
mentioned a few factors that influence the accuracy. One such problem is related to the selection
of a threshold for comparing boundaries. The segmentation accuracy improves as we select a
higher threshold. This is because – as the search space around the boundary is increased (by
taking a higher threshold) – the likelihood of a segmented boundary to be found also increases
considerably and as a result, a higher accuracy is achieved. Another problem is that the same
segmented boundary can be considered for two different reference boundaries. Specifically,
this problem increases with higher thresholds. Therefore, only reporting the accuracy is not
sufficient and the way it is computed should also be explained. In this paper, we mention in
detail the steps to find the accuracy in Section 2.1 and show how it varies with various threshold.

The rest of the paper is organized as follows. In the next section, we discuss several meth-
ods that can be used for the evaluation of speech segmentation. In Section 3, we explain our
experiments in detail. This includes the speech corpora and the phone set that is used. In Sec-
tion 4, the results of our experiments are given and discussed. Finally, the conclusion and future
work are given in Section 5.

2 Methods for Analysis

The segmentation accuracy is directly related to the phone recognition accuracy [1], i.e., high
phone recognition gives better segmentation accuracy. Therefore, we checked the overall phone
accuracy of the segmented speech in two ways. First, by looking at the phone and word error
rates and then by comparing the distribution of phones in the reference and segmented phone
sets. The phone error rate (PER) and word error rate (WER) are computed through the Leven-
shtein distance (LD), which is given as:

LD =
I +D+S

N
∗100 (1)

Where I, D, and S are the number of insertions, deletions, and substitutions respectively, and N
is the total number of phones or words in the reference. The results are given in Section 4.1.

2.1 Accuracy

The direct method of evaluating the segmentation is to measure the accuracy, i.e., to find the
number of correct boundaries. The accuracy is usually given as a percentage and is calculated
as:

Accuracy =
CorrectBoundaries
TotalBoundaries

×100 (2)

Based on [10], the following method was used for finding the accuracy.

2.1.1 Boundary Comparison Method

For the given sets of reference (ref) and segmented (seg) phone boundaries, we proceed as fol-
lows. First, make a search space of 40 ms (20 ms to the left and 20 ms to the right) around each
reference boundary. If the search spaces of two ref boundaries overlap then shrink the search
spaces by truncating at the middle of the overlapping area. This shrinking of the search space is
done to prevent a single seg boundary from appearing in the search space of two neighbouring
ref boundaries.

For comparison, a single boundary from the ref set is taken along with its search space.
Any seg boundary that lies within the search space of this ref boundary is considered a match,
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Set # Speakers # Sentences # Hours

Training 462 3969 3.14
Core test 24 192 0.16
Complete test set 168 1344 0.81

Table 1 – Details of the TIMIT corpus

otherwise a miss (deletion). If more than one boundary is found, then the extra boundary is
considered an insertion. This is repeated for all ref boundaries. The final result is obtained by
taking the mean of the results from all the utterances.

3 Experiment Setup

3.1 Software

We used HMMs [11, 12] to train the acoustic models and obtain the segmentation. 12 mel-
frequency cepstral coefficients (MFCCs) along with their first and second order derivatives and
normalized log energy are used as acoustic features. Altogether they form a composite feature
vector of 39 dimensions. The Montreal Forced Aligner (MFA) framework [13] is used to pro-
duce the segmentation. The MFA is a python wrapper around the Kaldi [14] speech recognition
toolkit. The MFA can be used in two ways, i.e., either to train an acoustic model from a cor-
pus and then use that model for segmentation, or to use a pre-trained model and perform the
segmentation directly with it. We use the first approach.

3.2 Data

We used the TIMIT [15] corpus for our experiments. It consists of phonetically balanced record-
ings of prompted English speech, recorded at 16 kHz with 16 bits per sample. TIMIT contains
a total of 6300 sentences (5.40 h) spoken by 630 speakers with 10 sentences per speaker. The
corpus comes with separate train and test sets as shown in Table 1. All sentences are manually
segmented at the phone level.

The corpus is grouped into eight different American English dialects. There are three types
of sentences in the TIMIT corpus. The (SA) sentences, which are dialect sentences and show
the dialects of the speakers; (SI) sentences, which are phonetically diverse sentences; and (SX)
sentences, which are phonetically compact sentences. The (SA) sentences consist of the same
word sequences (text) in the train and test sets. We used the complete train set for training and
the complete test set (except SA) for evaluation.

3.3 Phone Set

The TIMIT corpus manual segmentation uses a set of 61 phones, shown in Table 2.
However, the majority of previous work on the TIMIT corpus uses a smaller phone set,

either 48 or 39. Therefore, the 61 phone set is reduced to a smaller phone set as follows. The
pau, epi, #h phones are mapped to sil. The q phone is dropped. The phones can have different
behavior when they are represented as stressed or unstressed (usually by appending a 0, 1, or 2
to a vocalic phone). As the manual segmentation of TIMIT has no stress markings, we therefore
also use phones without stress markings to facilitate comparison with the manual segmentation.
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Phone
Label

Example Phone
Label

Example Phone
Label

Example

1 iy beet 21 jh joke 41 em bottom
2 ih bit 22 ch choke 42 nx winner
3 eh bet 23 b bee 43 en button
4 ey bait 24 d day 44 eng Washington
5 ae bat 25 g gay 45 l lay
6 aa bott 26 p pea 46 r ray
7 aw bout 27 t tea 47 w way
8 ay bite 28 k key 48 y yacht
9 ah but 29 dx muddy 9 hh hay
10 ao bought 30 s sea 50 hv ahead
11 oy boy 31 sh she 51 el bottle
12 ow boat 32 z zone 52 bcl b closure
13 uh book 33 zh azure 53 dcl d closure
14 uw boot 34 f f in 54 gcl g closure
15 ux toot 35 th thin 55 pcl p closure
16 er bird 36 v van 56 tcl t closure
17 ax about 37 dh then 57 kc] k closure
18 ix debit 38 m mom 58 q glottal stop
19 axr butter 39 n noon 59 pau pause
20 ax-h suspect 40 ng sing 60 epi epenthetic silence

61 h# begin/end marker

Table 2 – The TIMIT original phone set

4 Analysis

4.1 Phone Distribution and Levenshtein Distance

The distributions of phones in the reference and segmented sets is plotted in Figure 1. The x axis
represents the phones and the y axis, the phone count in log scale. From the comparison, we can
see that the distributions of phones in both sets is almost the same and that the segmentation has
no major errors. The PER is 27.48 % with 6193 insertions, 545 deletions and 6560 substitutions
and the WER is 1.62 % with 152 insertions, 1 deletion and 2 substitutions. From the PER and
WER one can infer that the phone recognition and word recognition is high and segmentation
is reasonably correct. After this step, the detailed analysis can be performed to see the accuracy
of segmentation.

4.2 Segmentation Accuracy

We applied the method explained in Section 2.1.1 for phone boundary analysis. The boundary
accuracies are shown in Figure 2. As one can see, for a threshold of 10 ms and 20 ms, an
accuracy of 45 % and 82 % was obtained, respectively. The accuracy reaches to 96 % for a
threshold of 50 ms.

4.3 Phone Transition Analysis

For phone transition analysis, the phones were grouped into seven different phonetic classes.
An additional SIL class is also included, which represents the SIL (silence) phone. In Table 3,
the different phones are shown along with their phone class and symbol. The missing boundary
in the reference and its right context are converted into the corresponding phonetic class. For
example, if a phone AO boundary was missing in the reference utterance, and the phone EL is
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Figure 1 – Comparison of the phone distribution in the reference and segmented phone set.
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Figure 2 – Segmentation accuracy with varying thresholds

No. Phone Class Symbol

1 AA, AE, AH, AO, AW, AX, AXR, AY, EH, ER,
EY, IH, IX, IY, OW, OY, UH, UW

vowel V

2 EL, HH, L, R, W, Y semivowel-and-glides G
3 EM, EN, M, N, NG nasal N
4 B, D, G, K, P, T stop S
5 BCL, DCL, GCL, KCL, PCL, TCL unvoiced-stop US
6 DH, F, S, SH, TH, V, Z, ZH voiced-fricative VF
7 CH, JH unvoiced-fricative UF
8 SIL silence SIL

Table 3 – Phone classes for analysing the segmentation
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Figure 3 – Phone errors grouped by phone class transitions

in its right context, then we have a transition from class V to class G, as phone AO belongs to
the vowel class and phone EL belongs to the semivowels-and-glides class.

We summed up all the erroneous class transitions and found a total of 8532 missing bound-
aries. As can be seen in Figure 3, the highest error class transitions are semivowel-and-glides
to vowel and vowel to semivowel-and-glides with 23 % and 18 % errors respectively. The class
unvoiced-stops to stops also contributes 12 % errors.

5 Conclusion and Future Work

In this paper, we have mentioned a few methods that can be used for the evaluation of segmenta-
tion. The quality of segmentation can be judged by computing the accuracy; however, we need
to mention the details of how it was computed. The class based comparison shows the details
of the errors and the most difficult phone transitions for segmentation. These class transitions
are also the most difficult in manual segmentation because of the ambiguity in the boundary
placement. In fact, Wesenick and Kipp [8] have stated that the boundaries which are difficult
for humans to segment are also difficult for automatic systems.

The current approaches only consider the time stamps of the boundaries for deciding if a
reference and segmented boundary is correct. Oftentimes, there are cases when the labels of
the corresponding boundaries does not match, but because the time difference between them is
less than a certain threshold, the boundaries are considered correct. For future work, we think a
more sophisticated metric is required for boundary comparison. Such a metric should compare
the label and context as well as the timestamps, to establish the alignment between the reference
and segmented boundaries.
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