
 

REPAIRING ERRORS FOR 
CHINESE WORD SEGMENTATION 
AND PART-OF-SPEECH TAGGING 

 

 
TIAN-FANG YAO , WEI  DING , GREGOR ERBACH 

Computational L inguistics Depar tment, Saar land University, Germany. 
E-mails: yao@coli.uni-sb.de , wding@dfki.de , gor@acm.org  

 
 
Abstract:  

 For improving the recognition 
performance of Chinese named entities, 
transformation based machine learning has been 
introduced to repair errors caused during word 
segmentation and part-of-speech (POS) tagging. 
Because Chinese is not a segmented language, the 
words in a sentence must be segmented before they 
are processed by consequent Chinese named entity 
recognition component. Similarly, POS tagging is 
also an important fundamental task for Chinese 
named entity recognition. In order to enhance the 
quality of word segmentation and POS tagging, it is 
necessary to explore different approaches for 
improving the performance. One of the approaches 
is to repair errors as much as possible, if a word 
segmentation and POS tagging tool is available on 
hand. This paper aims to introduce an effective 
error repairer using transformation based 
error-driven machine learning technique. It deals 
with detecting error positions, producing error 
repairing rules, selecting higher-score rules, 
ordering rules and distinguishing rule usage 
conditions etc. The experimental results show that 
word segmentation and POS tagging errors are 
significantly reduced and the performance has been 
improved. The average recall for word 
segmentation and POS tagging has gone up by 
4.01% and 11.98% respectively; while the average 
precision for word segmentation and POS tagging 
has gone up by 6.07% and 13.02% respectively. At 
the same time, another experimental results have 
also shown that the average F-measure for the 
recognition of six Chinese named entities has also 
increased by 14.04% [8].   
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1   Introduction  

 

Chinese word segmentation and POS 
tagging is a basic task for Chinese language 
processing. This component is a “bottle neck” , the 
quality of which has a direct impact on the 
performance of consequent processing components. 
The quality measure relates to  the performance 
evaluation (recall, precision and F-measure) of 
word segmentation and POS tagging. Therefore, if 
the quality of word segmentation and POS tagging 
system is not adequate, it can be beneficial to 
develop an effective stand-alone error repairer to 
reduce errors as much as possible.  

In order to guarantee good quality of word 
segmentation and POS tagging, we compared 
different existing word segmentation and POS 
tagging systems and introduced Modern Chinese 
Word Segmentation and POS Tagging System [1] 
as the first processing component in our Chinese 
named entity recognition model. In [1], the word 
segmentation part is based on AB 
(Association-Backtracking) algorithm and mainly 
depends on Chinese language knowledge, such as 
word-building, form-building and syntax. It adopts 
practical word segmentation rules to resolve 
ambiguous structure problems. In addition, the POS 
tagging part utilizes the probability statistic model 
as well as CLAWS, VOLSUNGA and the 
corresponding transmutation algorithms. 

Unfortunately, we found there exist 
numerous word segmentation and POS tagging 
errors when we make use of this system to process 
our texts from the sports domain. Apparently, these 
errors will have an effect on the consequent 
recognition for the Chinese named entities. The 
main work of this paper is to investigate an error 
repairer for reducing errors from word 
segmentation and POS tagging, so that it can 
improve the overall performance of word 
segmentation and POS tagging system. Our work 
includes designing the algorithms for automatic 
error repairing, defining rule formats, 
distinguishing context sensitive or context free rules 
against different error situations, and showing the 
experimental results to compare the performance 
between word segmentation and POS tagging 
system and the consequent error repairer.  



Figure 1 is the model of our Chinese 
named entity recognition. The dotted line shows the 
flow process for the training texts; while the solid 
line is one for the testing texts. When training, the 
texts are segmented and tagged, then the error 
repairing rules are produced and some of them are 
selected as the regular rules under the appropriate 
conditions. Thereafter, the errors caused during 
word segmentation and POS tagging in testing texts 
can be automatically corrected through utilizing 
such regular rules. Among the six named entities, 
personal name (PN), date and time (DT) as well as 
location name (LN) are tagged by the word 
segmentation and POS tagging component and 
corrected by the error repairer; while team name 
(TN), competition title (CT) and personal identity 
(PI) will be tagged by the named entity recognition 
component. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 1.  Chinese named entity recognition model 
 

This paper is organized as follows. Section 
2 illustrates the error types and the definition of 
error repairing rules, section 3 presents machine 
learning algorithm for training and testing, section 4 
shows the experimental results, and the final section 
draws some conclusions. 
 
2   Er ror  type and er ror  repair ing rule  

 
In the output of the system [1], the word 

segmentation and POS tagging errors have different 
types. Some examples are shown as follows: 
 

Word segmentation er rors 
 

• An abbreviated word is combined with 
other words, 

• An enclitic is segmented with a numeral  

together, 
• An idiom is segmented into some parts, 
• A general noun is segmented into some 

parts or combined with other words, 
• A location name, a personal name or a team 

name is segmented into some parts or 
• A verb is segmented with an auxiliary word 

or an adverb together, etc. 
 

POS tagging errors 
 

• An abbreviated word is tagged as a general 
noun, 

• An adverb is tagged as an adjective or a 
quantifier, 

• An auxiliary word is tagged as a verb, 
• A general noun is tagged as a personal 

name, a verb or a location name, 
• A numeral is tagged as a general noun or an 

adverb, 
• A person name is tagged as a location 

name, 
• A pronoun is tagged as a general noun or 
• A verb is tagged as a general noun, etc. 

 
Examples: 

 
Ex1. 

���
|J|� |D|� |N|� |G| ��� |J 	 �
����� (You Li Zi) is a team name which 

should not be segmented.
 

Ex2. 
�� |N|� |A|� |V|� |A|� |V| � |W 
“ ������� ”  (bomb savagely) is an idiom which 
should also not be segmented. 
 
Ex3. � |N|��� |N5|�
� |N5 
“ ��� ”  (Xiao Sheng) is not a Chinese location 
name, but it should be segmented into two 
words. The word “ � ”  (by the close score) is an 
adverb; while the word “ � ”  (win) is a verb. 
 
Ex4. ���
� |N7 �! #" |A 
“ �#�$� ”  (Yi Yi Ji) is not a transliterated 
personal name or location name, but it should 
be segmented into three words. The first word 
“ � ”  (with) is a proposition, the second word 
“ � ”  (a) is a numeral and the third word “ � ”  
(slap) is a quantifier. 
 
Ex5. %#& |D|' |V|(*) |D|+#, |A 
“ '-(.) ”  (have mentioned) should not be 
segmented into “ ' ”  (carry; lift; raise etc.) and 
“ (*) ”  (in the end; finally; eventually etc.), but 
it should be segmented into “ '/( ”  (mention) 
and “ ) ”  (auxiliary word). The word “ '/( ”  is 
a verb, the word “ ) ”  is an auxiliary word. 
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Ex6. � |R|��� |V|
���

|V|� |N|� |D|� |V| 	 |U 
“ ��� �
� ����� ”  (attack in front and guard 
behind on the ground) should be segmented into 
“ � ”  (on), “ � � ”  (ground) and “

� ����� ”  
(attack in front and guard behind). The first 
word is a proposition, the second word is a 
general noun and the third word is an idiom. 

 
Ex7. � |N|
 |N 
The word “ � ”  (one’s own; native) is not a 
general noun, but it is an adjective. 
 
Note: In the above examples, A, D, G, J, N, N5, 
N7, R, U, V and W represent an adjective, an 
adverb, a morpheme, an abbreviation, a general 
noun, a LN, a transliterated PN or LN, a 
pronoun, an auxiliary word, a verb and a 
punctuation respectively. 

 
Following [2, 3] we divide the error 

repairing operations of word segmentation into 
three types, that is, concat, split and slide. concat 
means that some characters (or words) that have 
been separated will be put together; split means that  
some characters (or words) that have been put 
together will be separated and slide denotes that 
some characters (or words) whose segmentation 
positions are not correct will be segmented newly. 
That is, the new position will be moved to the left 
or right side of the original position. The three types 
of error repairing rule for word segmentation are 
defined as follows: 

 
rectify_segmentation_error ( concat, old_word1 | 
old_tag1 | old_word2 | old_tag2 | …, 
concat_number, new_tag, preceding_word | 
preceding_tag, following_word | following_tag )

  
rectify_segmentation_error ( split, old_word | 
old_tag, split_position1 | split_position2 | …, 
new_tag1 | new_tag2 | …, preceding_word | 
preceding_tag, following_word | following_tag )

  
rectify_segmentation_error ( slide, old_word1 | 
old_tag1 | old_word2 | old_tag2 | …, 
slide_direction_length1 | slide_direction_length2 
| …, new_tag1 | new_tag2 | …, preceding_word | 
preceding_tag, following_word | following_tag ) 

 
    In the above error repairing rules, the 
preceding word and tag as well as the following 
word and tag mean the context of the error 
segmentation for word or phrase. If the concrete 
rule is a context-free rule, this part is omitted. The 
old word or tag denotes the word or tag before 
repairing errors; while the new word or tag 
represents the word or tag after repairing errors. 
The concat number is the number of concat 
operations. The split position is the position 
between characters from left to right in the 

ascending order. The slide direction is either left or 
right. The slide length is calculated by character 
number. 

In addition, we also define the error 
repairing rule for POS tagging: 
 

rectify_tag_error ( old_word | old_tag, new_tag, 
preceding_word | preceding_tag, following_word 
| following_tag ) 

 
The following are the examples of error 

repairing rule. They correspond to above examples: 
 

Ex1. rectify_segmentation_error ( concat, � |D|
� |N|� |G, 2, N, 

���
|J, ��� |J ) 

  
Ex2. rectify_segmentation_error ( concat, � |A|
� |V|� |A|� |V, 3, I, 
�� |N, � ,|W ) 
  
Ex3. rectify_segmentation_error ( split, ��� |N5, 
1, D|V, � |N, �
� |N5 ) 
 
Ex4. rectify_segmentation_error ( split, �����
|N7, 1|2, P|M|Q, _|_,  #" |A ) 
 
Ex5. rectify_segmentation_error ( slide, ' |V|(
) |D, right1, V|U, %�& |D, +�, |A ) 
  
Ex6. rectify_segmentation_error ( slide, ��� |V|���

|V| � |N| � |D| � |V, left1|left1|right2|right1, 
P|N|I, � |R, 	 |U ) 
 
Ex7. rectify_tag_error ( � |N, A, _|_,
 |N ) 
 

 In the above rules, we define convenient 
error repairing operations which can be suitable to 
process different error types. In addition, we add 
context constraints in the rule for distinguishing 
different error situations in the use.  

 
3   Er ror  repair ing algor ithm 

 
For word segmentation and POS tagging 

errors, we use machine learning technique to teach 
the system how it can recognize and repair such 
errors. We mainly adopt transformation-based 
error-driven machine learning method [2, 3, 4] that 
is based on a text corpus. It has been applied to 
different applications, e.g. part-of-speech tagging 
[5], prepositional phrase attachment disambiguation 
[6], bracketing text [7], etc. 

We deal with different error cases in 
different context constraints of error repairing rules 
in our algorithm during testing period. That is, the 
rules are divided into three types manually: whole 
POS context constraints, preceding POS context 
constraints and without context constraints. In the 
former two types of rules, the rules don’ t be 



suitable to all contexts. Therefore, we must limit 
their usage through POS of the context. 

For example, in the sentence � ������� 8�
	���
����������������
”  (At the 8th minute in 

the first half-time, Zhongyuan Team launched an  
attack immediately), “

��

”  ( Zhongyuan) is a team 

name which should not be separated. We can use 
the concat rule “rectify_segmentation_error 
( concat, 

�
|F|



|A, 1, N, 
�
	

|Q, 
�

|N)”  to put 
two characters together. In the rule, F and Q 
represent a direction word and a quantifier 
separately. In the another sentence “ ���������
 ��
�!  #" � ”  (He shot a goal at a long distance 
and broke the goal during he dribbled the ball and 
broke through.) “

��

”  is two separated characters 

“
�

”  (during) and “



”  (at a long distance). They 
should not be put together. Because we use POS 
context constraints in the above rule, the POS tag of 
“ �
 ”  (break through) and “

!
”  (shoot) is V. “

�



”  in second sentence will be separated. After 
these two sentences have been repaired, the output 
from the error repairer is respectively displayed as 
follows: 

 ���
�
|T|
�

|H|8|M|
��	

|T|
�$


|N|
�

|N|
�

|D|
�%�

|V|
�

|U|
���

|V|
�

|W| 
 
� |R| � |P| ��� |V| �� |V|

�
|N|

&!

|V| 
" |V|

�
|W| 

 
Note that H, M, P and T mean a prefix, a 

numeral, a proposition and date or time  
respectively. The POS tag of “

��	
”  (minute) is T 

because the tag has been repaired. 
    The following are the concrete training 
and testing algorithm: 
 

Training Algor ithm 
 

1) Compare automatic word segmentation and 
POS tagging with manual word segmentation 
and POS tagging in a sentence. 

2) If they are different, record word 
segmentation and POS tagging environments. 
Otherwise transfer to 6). 

3) Build a new transformation rule that consists 
of transformation condition and action. The 
condition represents all triggering 
environment including error word 
segmentation position, error POS and 
context. The action executes repairing action 
that transforms word segmentation positions 
and POS tags. 

4) Examine whether this new transformation 
rule is at odds with the transformation rules 
in the candidate rule library. If it is true,  
either merge rules or delete this new rule 
depending on both conditions. Otherwise add 

the new rule into the library. 
5) Test the rules in the candidate rule library 

and choose some higher-score transformation 
rules. The score is the repaired error number 
for a rule in the training set. Then determine 
whether they are added into the final rule 
library. 

6) If there is still a sentence to be processed in a 
text, transfer to 1). 

7) Order the rules depending on their score. 
 
       In the training algorithm, the error 
positions are determined by comparing between 
manually processed text and automatically 
processed text. Simultaneously, the error 
environments are recorded. Based on such 
information, the transformation rules are generated 
and the effective error repairing rules are selected.  
These rules can repair more than one error in the 
training set. In order to use these rules with priority, 
the rule in the final rule library are sorted. 

  
Testing Algor ithm 

 
1) Input a sentence by automatic word 

segmentation and POS tagging. 
2) Repair word segmentation errors. In the 

repairing, retrieve the final rule library in 
such sequence: whole POS context 
constraints, preceding POS context 
constraints and without context constraints. 
If one of rules in rule library is matched, 
execute the corresponding transformation 
action. 

3) Repair POS tagging errors. Its error repairing 
procedure is same as 2). 

4) If there is still a sentence to be processed, 
transfer to 1). 

 
   In the testing algorithm, the usage of error 
repairing rules with context constraints are prior to 
those without context constraints, the employment 
of error repairing rules for word segmentation have 
priority over those for POS tagging. Thus, it 
ensures that the rules repair much more errors. At 
the same time, it prevents new errors occur during 
repairing existing errors. 

 
4   Exper imental results 

 
Chinese Named Entity Recognition 

System (CNERS) has been implemented with Java 
2 (ver.1.4.0) under Windows 2000. The error 
repairer is integrated as a component in the system.  
Figure 2, 3 and 4 show the user interfaces of the 
System CNERS. The user interfaces display the 
result for word segmentation and POS tagging, the 
result for error repairing as well as the statistic 
report for error repairing respectively. In Figure 2, 
the black characters represent Chinese characters or 



words, and the red alphabetical characters denote 
POS tags. In Figure 3, the black underlines and the 
red underlines represent the repaired part for 
Chinese character or word and POS tag separately. 
In Figure 4, it shows the error repairing number for 
word segmentation and POS tagging. 

         

 
 

      Fig 2.  User interface for word segmentation and 
POS tagging 

 

 
 

Fig 3.  User interface for error repairing 
 

 
 

Fig 4.  User interface for statistic report of error 
repairing 

The training set consists of 94 texts 
including 3473 sentences (roughly 37077 characters)  
from Jie Fang Daily (http://www.jfdaily.com/) in 
2001. The texts come from football sports news. 
After learning, we obtain 4304 transformation rules. 
Among them 2491 rules are for word segmentation 
error repairing, 1813 rules are for POS tagging 
error repairing. There are 1730 rules as concat rules, 
554 rules as split rules and 207 rules as slide rules 
in the word segmentation error repairing rules. 
Subsequently, we distinguish above rules into 
context-sensitive or context-free category manually. 
In the word segmentation rules, 790, 315 and 77 
rules are as concat, split and slide context-sensitive 
rules respectively; while 940, 239 and 130 rules are 
as concat, split and slide context-free rules 
separately. In the POS tagging rules, 1052 rules are 
context-sensitive rules and 761 are context-free 
rules. 

The testing set is a separate set, which 
contains 20 texts including 658 sentences (roughly 
8340 characters). The texts in the testing set have 
been randomly chosen from Jie Fang Daily in May 
2002. The texts also come from football sports 
news. 

The evaluation for the performance of the 
error repairer is composed of four measures, that is, 
recall, precision, F-measure and error repairing rate. 
Based on [2], we define recall, precision, F-measure 
and error repairing rate as follows: 
 
          correct machine-segmented (tagged) 
          word number 
Recall =  

   hand-segmented (tagged) word number 
 

           correct machine-segmented (tagged)  
           word number        
Precision =  
          machine-segmented (tagged) character  
          and word number 
 
            2 × Precision × Recall 
F-measure =  
             Precision + Recall 
 
                  repaired machine-segmented  
                  (tagged) error number 
Error Repairing Rate =  
                    total machine-segmented 
                    (tagged) error number  
 

Table 1, 2 and 3 show the experimental 
results for the performance in different cases.  

These results indicate that the average 
F-measure of word segmentation has increased by 
5.11%; while one of POS tagging has even  
increased by 12.54%. We have shown that the 
learning and error repairing algorithm for POS 
tagging is more effective. 



 
 
 

 Ave.  
 Recall 

  

  Ave. 
 Precision 

 Ave. 
 F-measure 

Without 
Error 

Repair 

 
  91.07   

   
  84.67 

   
  87.75 

With 
Error 

Repair 

 
  95.08   

   
  90.74 

 
  92.86   

 
Tab 1.  Performance for word segmentation  

 
 
 

 Ave.  
 Recall 

  

 Ave. 
 Precision 

  Ave. 
 F-measure 

Without 
Error 

Repair 

  
 80.41  

   
  74.73   

   
  77.47   

With 
Error 

Repair 

 
 92.39  

  
  87.75  

 
  90.01   

 
Tab 2.  Performance for POS tagging  

 
 
 

  Ave. 
  Error Repairing Rate 

Segmentation   39.99 
POS Tagging   56.68 

 
Tab 3.  Average error repairing rate for word 

  segmentation and POS tagging 
 
  The paper [8] has also given another 
experimental results related with this work. Using 
same testing set, the performance for most of 
named entities in our system has manifestly been 
improved, the average F-measure for the  
recognition of six named entities has increased by 
14.04% from 61.30% to 75.34%. 
 
5   Conclusions  

 
In Chinese information extraction  

investigation, we noted that the errors from word 
segmentation and POS tagging have adversely 
affected the performance of named entity 
recognition to a certain extent. We utilize 
transformation based error-driven machine learning  
to perform error repairing for word segmentation 
and POS tagging simultaneously. In error repairing 
procedure, we add context-sensitive or context-free 
constraints in the rules. Thus it can avoid the 
introduction of further errors during error repairing. 
The experimental results have shown that the 
performance of word segmentation and POS 
tagging has been improved, leading to an improved 
recognition performance for named entities in our 
system. Such a hybrid approach used in our system 

synthesizes the advantages of knowledge 
engineering and machine learning. 
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