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ABSTRACT

Two exotic forms of singing in
Swedish folklore are presented, kolning
and jojk. Data on tuning of scale tones,
formant frequencies, and articulatory
characteristics are presented for two
representative examples of each of these
singing styles. The substantial differences

from Western operatic singing are
discussed.

INTRODUCTION

The voice is an important music
instrument in Sweden. Sweden has
produced a number of great international
singers in the operatic tradition, e. g.,
Jussi Bjorling, Birgit Nilsson, Ann Sofi
von Otter, Gosta Winbergh and Hakan
Hagegird. This style of singing has
generated a considerable amount of
research during the last decades.

Apart from this, choral singing is
exceptionally common in Sweden, Of the
Swedish population a total of about 5 to
10% is or has been a choir singer. My
colleague Sten Ternstrdm has analyzed
acoustical aspects of choral singing
extensively and has published the result
in a great number of articles (for a
review, see [1]).

The acoustic voice characteristics in
speech and singing differs considerably.
In the case of classical operatic singing
the main reason for these differences is
reasonably well understood; the need for
being heard over a loud orchestral
accompaniment without straining the
voice.

Also in the folkloristic subcultures in
Sweden the voice is commonly used as a
music instrument. It is used not only in
folk songs, but also without a text, with
vowel sequences or nonsense syllables,
more like an instrument. In some
Swedish subcultures very peculiar styles
of singing have evolved. Two examples
will be presented here. Both offer
interesting examples of differences
between singing and speech.

KélIning

My first example is an exotic kind of
herding song practiced by the maids in
the province Dalecarlia during the
summer, when the cattle was brought up
to the woods in the mountains to graze.
The type of singing is called kélning, a
derivative of kalla (call) and has been
described elsewhere [2]. The
extramusical function of kolning was
mainly to collect the cattle in the evening,
but kdlning was also used by the maids to
communicate  with their colleagues on
other mountains.

The structure of these songs is a
sequence of short melodic patterns, some
of which are repeated. Kolning is
typically performed on sustained vowels
without interleaved consonants. The
acoustic and articulatory characteristics
of this type of voice use were
investigated some time ago [3]. Next,
typical results from these investigations
will be reviewed and compared to
Western operatic singing as studied in
another, similar investigation [4].

The subject was a woman, born 1909,
who had learned this singing style from
an unbroken oral tradition. She was also
a choir singer, so her kolning technique
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Figure 1. Mean FO values, determined
by means of histograms, for the scale
tones in kilning as deviations from just
tuning. The unit is cent, i. e., hundredth
of a semitone.
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Figure 4. Jaw opening relative to clinched jaws and vertical position of the larynx
reim’ve 10 the resting position in the subject’s kolning and singing (left and right

panels).

example of the restricted applicability of
the tunings used in traditional Western
music,

The sound level in kolning was
measured in an anechoic room. It was
quite high and dependent on F0, as
shown in Figure 2. In normal singing at
F0=500 Hz the subject produced 76 dB
@ 1 m distance, on the average, and the
mean increase was about 16 dB/octave.
Inkolning, the sound level at 500 Hz was
about 13 dB higher and the increase with
FO was only 7 dB/octave.

As expected, these high SPL values
were paid in terms of high subglottal
pressures as illustrated in Figure 3. The
mean pressure at F0=550 Hz was 10 cm
H:0 and increased linearly  with
fundamental frequency by about 7 cm
H:0/100 Hz. This clearly exceeds the
maximum 20 cm H,O which the subject
used when she sang in a more traditional
style.

Articulatory  characteristics were
Studied from tracings of lateral X-ray
images of the vocal tract taken at
different moments during kélning. Thus,
a material of 14 radiographs  were
collected from a representative choice of
pitches within the relevant range. For
comparison 5 radiographs were taken
when the subject sang a melismatic part
of a folk song, using different vowels,
The pitch associated with each image
was measured from an audig recording.
In addinon,_ the kolning data can be
compared with comresponding data from
a professional soprano singer, the
technique of whom was studied in a
different investigation [4]. This subject

sang the vowels [a:, i:, w:] at three
different pitches, F0=240, 480, 960 Hz.

There  were clear articulatory
differences with regard to e. g. tongue
shape, jaw opening, and larynx position.
The jaw opening and the vertical position
of the larynx tended to increase linearly
with FO, particularly in kélning, but also
in singing, as illustrated in Figure 4. The
larynx was above resting position in both
singing styles, and the rise with FO was
quite substantial in kolning, about 23 mm
between FO=400 and FO=1000 Hz. In a
corresponding study of a professional
soprano the larynx was also found to rise
with pitch, but the larynx was constantly
below the resting level, touching it only
for the top FO. During both singing and
kolning the subject’s distance between
the upper and lower lip showed a linear
increase  with jaw opening and the
retraction of the mouth corners was
lincarly related to this distance. In
kolning the tongue shape varied with FO
so that similar shapes were found for
vowels produced at similar FO,
particularly in the upper part of the pitch
range, see Figure 5a. The tongue was
pharyngeal with a frontal position of the
tongue tip. With rising pitch the tongue
root and the dorsum were substantially
raised because of the increased jaw
opening and the raised larynx. In operatic
singing, by contrast, the tongue shape
was different for different vowels except
in the top part of the range, as can be
seen in Figure 5b, ’

Ahe summed effect of all these
articulatory changes with pitch on vocal
tract length was substantial, as can be
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Figure 5a. Tongue shapes relative to the contour of the lower mandible observed in the
FO ranges indicated during the subject’s kilning (left panel). Figure 5b (right panel)
shows the corresponding data for a professional soprano singer at the FO values
indicated (data from Johansson & al., 1985 [4)).

expected. On average, the tract was
shortened by 35 mm between FO=300 Hz
and FO=800 Hz, saturating at about 130
mm for higher FO values. A more
moderate decrease was found in the
subject’s singing,

The formant frequencies were
estimated from area functions derived
from the radiographs. Lateral tracings of
the mid sagittal vocal tract contour were
made and these tracings were then
converted to area functions by means of
the method described by Lindblom &
Sundberg [6]. The area functions were
then realized in terms of tubes consisting
of piles of Plexiglas washers with center
holes of different sizes. The resonance
frequencies of these area functions were
determined by sine sweep excitation by
means of the ionophone sound source
(7). The resulting formant frequencies are
shown in Figure 6. In klning, F1 tended
to match FO rather accurately while F2,
F3 and F4 remained at about 1700 Hz,
2500 Hz, and 3000 Hz throughout the
pitch range studied. Also in the
performance of the folk tune, Fl tended

to track FO, but the other formants
showed more variation with FQ. In the
same Figure corresponding data collected
from the professional soprano singer are
shown, revealing a different pitch
dependence of F2, decreasing with FO for
the front vowels and increasing for the
back vowels.

Summarizing, as compared with
normal singing and professional soprano
singing, kolning seems quite special with
respect to sound level, subglottal
pressure, articulation, and formant
frequencies. Apart from this, the
intonation and the melodic patterns are
also quite characteristic. It is difficult to
realize why this particular singing style
has developed in the Swedish herding
culture. The high sound levels would
reflect the need for reaching out over
large distances. These high sound levels
of course raise certain demands on the
voice which may entail the formant
frequency behavior. However, also
operatic soprano singers need to produce
extremely loud tones in order to be heard

B — o
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in large opera houses and ther
different type of singing techniquee’ha:
dgve}opcd. Thus, keeping in mind that
kdlning attracts rather than repels the
cattle, we may ask whether the special
kdlning technique has developed to meet
the esthetic and auditory demands of the
cattle. This question, however must be
left for further invest gation.
Jojk

Further north in Sweden ano
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compared with speech is that F2 remains
close to 1000 Hz for all back vowels
while fo_r front vowels a more speech like
pattern is observed, starting around 2000
Hz for [i:] like vowels and approaching
1600 Hz for the [ae:] vowel. F3 is
generally  quite  low, suggesting a
constantly retracted tongue tip.
. FO patterns also are quite special. As
n most folkloristic styles of sin ging there
1S no trace of the Western diatonic scale.
In addition, however, FO continually
glides upward. An example is offered in
Figure 8 showing measured FO values of
the four scale tones contained in this jojk.
the figure, the boundaries between

JOJK
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verses are marked by a break in the heavy
line joining the data points for the fifth.
FO for all scale tones are seen to increase
linearly with time. The rise for the top
pitch is almost perfectly linear; the mean
rate across all scale tones is 1 Hz/sec.
The greatest variability is observed for
the lowest tone, probably because of
measurement difficulties.

The tonal center of this jojk is the
fifth, the tuning of which shows a
systematic  variation with melodic
structure. The tuning is gradually
sharpened during the three final tones of
each verse, and then starts somewhat
flatter at the beginning of next verse. The
dashed lines represent pure intervals
relative to the central scale tone, the fifth.
The minor sixth is almost perfectly tuned,
while the third grows increasingly flat.

FO DRIFT IN JOJK

TIME (s)

Figure 8. Mean FO values, determined
by means of histograms, for the scale
tones in a jojk shown as deviations from
Just tuning. The unit is cent, i. e.,
hundredth of a semitone. The thin line
shows the best linear fit for the fifth of
the scale, and the heavy dashed lines
represent pure intervals for the other
scale tones.

Discussion

It is interesting to observe these very
special data on articulation, formant
frequencies and intonation in these two
folkloristic examples of Swedish voices
in music. In earlier investigations great
differences have been revealed between
speech and Western operatic singing [8].
However, these folkloristic singing styles
deviate from speech in a different way
than operatic singing. We have analyzed
only one example of kdlning and one
example of jojk. Still it is interesting to
observe the very special characteristics of
these two examples of singing styles.
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They certainly invite to speculations as to
the background of these characteristics in
these two particular examples. Also, as
the two examples analyzed were
published as documentary recordings,
there seems to be no reason to doubt that
they are representative.

With respect to the special tuning of
the scale tones the differences between
kolning and jojk, on the one hand, and
operatic singing on the other, the reason
may be acoustical. The main reason
would be that, although harmonic spectra
are produced in beth cases, kilning and
jojk are performed without
accompaniment. In operatic music,
singing is mostly accompanied by
instruments which also produce harmonic
spectra. Under such conditions beats will
occur in consonant intervals if the tuning
differs too much from just. The reason is
that some partials are common to the
tones produced, and these partials will
differ in frequency and thus generate
beats, if the tuning does not approach
just. In kolning and jojk the singers are
free to chose intonation as they please. It
is frequently assumed that part of the
beauty of music relies on the use of ratios
between small integers for the scale tone
frequencies. The departures from just
tuning in kolning and jojk shows that this
is by no means true.

The steady rise of the tuning reference
in the jojk is interesting. We may
speculate that the perceptual effect is an
exciting conflict between the perceived
intervals, i. e., the pitch difference
between the scale tones which reamains
basically constant, and the perceived
tuning reference which constantly is
drifting upward. It is also interesting that
small perturbations of the change in
reference was used for marking the
structure; the drift was increased toward
the end of each verse and started with a
relatively lower pitch at the beginning of
each verse.

The reason for the differences
between speech and operatic singing
seems to be the need for a loud voice
capable of successfully competing with
the sound of a loud orchestral
accompaniment. A loud voice is needed
also in kolning. Yet, the formant
frequency strategies used in these cases
are not the same. In both cases the
principle is used that F1 is raised to a
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frequency close to FO as soon as FO
would otherwise exceed Fl. In the front
vowels, on the other hand, F2 is lowered
with rising FO in operatic singing while in
kolning it seems to remain close to 1700
Hz regardless of FO. The reason may be
that only front vowels seem to be used in
kélning which results in a homogenity of
vowel timbre. Thus, there is no need to
reduce vowel quality differences between
vowels. This would be important in
operatic singing.

Loud voice production is not a
concem in jojk. Here, both back and
front vowels occur, although F2 values
lower than 1000 Hz were not observed.
It is possible that the simple melodic
structure allows a greater freedom with
regard to vowel quality.

The extremely high larynx positions
used in kolning is another interesting
finding. An elevated larynx position is
generally regarded as harmful to the
voice among singing teachers. This is
certainly true under certain conditions.
The behavior of our subject, who had
performed kolning during most of her
long life and suffered from no phonatory
problems, indicates that an elevated
larynx position does not necessarily cause
damage to the voice.

Conclusions

In conclusion, these folkloristic styles
of singing offer striking examples of
man’s desire to decorate reality with
omaments and patterns. The great
differences from operatic singing suggest
that the conditions under which music is
performed represent a factor of relevance
to the articulatory and  acoustic
characteristics of vocal art. The study of
folkloristic singing styles is likely to
widen the views and complement our

understanding of both music and voice
function.
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PHONETICS - A LANGUAGE SCIENCE IN ITS OWN RIGHT?

K. J. Kohler
IPDS, Kiel, Germany

ABSTRACT

This paper starts with some remarks
on the history of the ICPhS and argues
for a phonetic paradigm in two stages:
the heuristics of phonetic phonology, and
phonetic explanation. It speaks in favour
of phonetics as a language science in its
own right on the basis of this paradigm.

ON THE HISTORY OF THE ICPHS

This scientific meeting is the thirteenth
since its inception in Amsterdam in 1932,
and it has always been called the Interna-
tional Congress of Phonetic Sciences. At
closer inspection, two things are noticed
about this name: (a) it refers to a plurality
of phonetic sciences and (b) it views this
plurality as an open class. In this respect,
also because this plurality is meant to in-
clude parts of such subjects as psycholo-
gy, acoustics and linguistics, our Con-
gress differs in a striking way from what
is practised in representative disciplines
of the Humanities, such as history, or of
Science, such as physics. Since a scholar-
ly conference of international dimensions
mirrors the theoretical foundations of an
academic discipline and the recognition,
or absence, of a unified research para-
digm [1] constituting a science in its own
right, we would have to conclude from
the way our Congress has been conceiv-
ed that the answer to the question of this
plenary address is negative.

So I could stop here, and we could all
go for a cup of coffee instead. But let us
look into this matter more broadly and
more deeply and arrive at the proposal of
a better-reasoned answer which can at
the same time justify - or reject - that we
call ourselves phoneticians and that what
we do - namely phonetics - is something
special. Since the actual state-of-the-art
in a subject is always the result of
historical incidents and developments it

will help understanding to have a brief
look at how and under what auspices this
Congress originated.

At the First International Congress of
Linguists (The Hague 1928), de Groot
proposed that an international periodical
of Experimental Linguistics be started,
"in order to further the cooperation of
Experimental Phonetics, Experimental
Psychology and Linguistics, for the study
of Language" [2]. In the "Explanatory
memorandum"” [2] he says: "Instrumental
methods are of great importance in near-
ly every chapter of Linguistic Phonetics,
but they need improvement...the phone-
tician does not always start from a defi-
nite linguistic problem; he sometimes
even confines the field of Experimental
Phonetics to what is of no interest to the
linguist at all;...his chief interest is often
concentrated upon instruments and
curves, instead of upon the elements and
the functions of speech;..."

The type of experimental phonetics de
Groot had in mind was the one practised
at his time by such scholars as E. W.
Scripture and G. Panconcelli-Calzia. The
former saw the 'nature of speech' in
measurement-numbers and characterized
the phonetic scientist as someone that
"might be - and preferably should be -
congenitally deaf and totally ignorant of
any notions concerning sound and
speech.” [3, p.135]. The latter explicitly
incorporated phonetics into physiology
as part of the study of motion, like
walking, running, jumping, and therefore
regarded phonetics as a natural science,
noticing with great satisfaction that the
‘philologus  auricularius furibundus' of
late was getting rare [4, pp. 8,18].
Scripture was present at this congress
and succeeded in founding the Interna-
tional Society of Experimental Phonetics

ICPhS 95 Stockholm

on 11 April, 1928, the day after de Groot
made his proposal.

As the president of the International
Society of Experimental Phonetics,
Scripture planned a first congress of
experimental phonetics, which was then
held at the Bonn Phonetics Institute in
1930 and organized by P. Menzerath [5].
The second congress of the Society was
scheduled in Amsterdam for 1932. How-
ever, the Dutch Organizing committee
under the chairmanship of the psycho-
logist van Ginneken, and with the pho-
netician Louise Kaiser as the secretary
and the linguist de Groot as a member,
decided to invite the "Internationale Ar-
beitsgemeinschaft fur Phonologie" of the
Prague Circle, which constituted itself in
1931, and the Amsterdam congress was,
therefore, to be "The Second Congress
of the International Society of Experi-
mental Phonetics and the First Meeting
of the Arbeitsgemeinschaft fir Phonolo-
gie" as parts of an "International Con-
gress of Phonetic Sciences".

The intentions were clear: the narrow
field of the science of experimental pho-
netics was to be broadened by bringing in
the linguistic orientation. This is in keep-
ing with de Groot's summing up [2}:
"Phonetics has up to now been too
"practical”, too didactical, instrumental
Phonetics too physiological, too physical,
too materialistic; Linguistics too much
afraid of instruments." Practical phonet-
ics, of course, referred to the activities of
the International Phonetic Association
and its prime concern with transcription
and pronunciation teaching in foreign
languages. So the Dutch organizers had
three phonetics branches in mind right
from the start: practical phonetics, expe-
rimental phonetics and phonology. It was
consequently only a small step to
broaden the field even further: "After
some deliberation and in view of the
recent reorganization of the Dutch Soci-
ety of Phonetics [which in 1931 replaced
the Dutch Society of Experimental Pho-
netics, founded in 1914] we decided that
it would be wise to make the sphere of
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activity of the congress as extensive as
possible and to have phonetic sciences
treated in the widest sense." [6] The aim
was "that all those who were interested
in any aspect of speech sounds should
meet and work together" [7).

A circular announcing the congress
and its scope was sent out at the end of
December 1931, upon which Scripture
decided not to hold a Congress of the
International Society of Experimental
Phonetics. This was the birthday of the
International Congress of Phonetic Sci-
ences for short. I think it has now be-
come obvious why the plural was used in
the Congress name. At the outset, it re-
fers to no more than a juxtaposition of
disciplines, which were still to find the
common thread uniting them. This was a
task for the future; for the 1932
Congress we are reminded of what Peter
Ladefoged said with reference to the
IPA: "[it behaves] somewhat like the
Church of England - a body whose doc-
trine is so diffuse that one can hold al-
most any kind of religious belief and still
claim to be a member of it." [8]

DEVELOPING A PARADIGM OF
PHONETICS: FIRST STAGE

Integration of  phonetics and
phonology

We have now explained how the in-
felicitous name of our Congress originat-
ed (which, by the way, also shows a
linguistic oddity, no doubt due to an in-
sufficient proficiency of English on the
part of the Dutch congress organizers,
who translated "wetenschappen" into
English, not realising that, contrary to
continental usage, English "science" re-
fers to natural science and would nor-
mally be in the singular). Other academic
disciplines started their congresses after
they had reached a common theoretical
grounding for all their subsections, ex-
pounded in handbooks and expected of
anybody wanting to be a member of the
same academic circle. In Phonetics it
worked just the other way round, and
therefore the vital distinction - for the
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integrity of a subject - between parts of
scholarly activity areas belonging to the
same conceptual core, and cooperation
of disciplines across their boundaries in
questions of mutual concern and interest
was blurred.

The question now is whether pho-
netics has taken this great opportunity of
being embedded in an interdisciplinary
environment to develop a unifying para-
digm that allows a straightforward defin-
ition of the subject and its research ques-
tions, the setting up of teaching pro-
grammes and the publication of compre-
hensive handbooks of the subject as a
whole. The first scholar to reflect tho-
roughly on the relationship between ex-
perimental phonetics and phonology and
their integration into what he called the
"system of scientific disciplines", was E.
Zwirner [9]. His answer was phonome-
trics [9], which established two essenti-
als: the allocation of measurements to
units of language and their statistical eva-
luation. This view that measurable speech
signals are not primarily a physical phe-
nomenon per se but a physical carrier
structured for the transmission of mean-
ing in communication has been repeated
several times and in various places.

Over the past sixty years the leading
centres of phonetic research in the world
have established the integration of instru-
mental and experimental techniques into
the context of speech communication. It
is a corner stone of modern phonetics
that both aspects of human pronunci-

ation, the physical/physiological and the
linguistic, are prerequisites of each other.
Phonology without a detailed description
of the physical manifestation of speech is
abstract, and instrumental measurements
without their projection onto categories
of human communication, linguistic cate-
gorie§ among others, are empty and
meaningless. Under this view, phonetics
includes phonology, albeit a phononlogy
that is at least as closely linked to the
laboratory as to the scholar's desk.
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The linguistic view: linguistic
phonology

So we have certainly advanced since
1932 and created the outlines of a scien-
tific paradigm for phonetics. But in the
eyes of linguists, especially of phonolo-
gists that are proud of being within the
linguistic rather than the phonetic camp,
and who advocate - even during keynote
addresses at phonetics meetings - that
they are not phoneticians the dichotomy
between phonetics (conceptualized ex-
clusively as experimental phonetics) and
phonology, between Science and the Hu-
manities, persists. Linguists and linguistic
phonologists (to coin a term referring to
linguists, rather than phoneticians, doing
phonology) still regard phonetics as
nothing more than the supplier of instru-
mental data and analyses for the structur-
al slots they have established, i. e. an an-
cillary appendix to autonomous linguist-
ics, which alone is thought to be capable
of giving explanatory accounts of human
language. If phonetics is thus devoid of
this potential of explaining speech and
language phenomena, of the essential in-
gredient in a scientific discipline, it can-
not be a language science in its own
right. So, although phonetics has begun
to define its own unified basis the
attitude of the linguistic world is still that
of the thirties.

Even the institution of the Confer-
ences in Laboratory Phonology does not
contradict this statement because it is
linguistics that is to be taken into the lab
to substantiate its categories. The alter-
native procedure of phonetic measure-
ments obtained and evaluated in the lab
being taken into linguistics to confirm,
adjust or refute phonological categories
by independent assessment is not consi-
dered a possibility within this framework.

I'would like to buttress this contention
with an example from the phonology of
German that illustrates the type of
epiphenomena that may be created by
this ‘phonetics-in-phonology’ approach.
Until Mitleb's thesis of 1981 [10], it was
a basic tenet of German phonology that
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there is neutralization between word-final
voiced and voiceless obstruents. In the
interim generative phonology had provid-
ed a different account: because of corres-
pondences in morphological paradigms
(Bund vs. Bunde, bunt vs. bunte) the
opposition is postulated at an abstract
underlying level for all word positions.
Mitleb took this new systematization of
the same language phenomena into the
lab and tested it with native German
speakers who had lived in the US for
various lengths of time and who were
asked to read word lists containing such
unusual items as "Alb" vs. "Alp", but also
"weg" vs. "Weck", where there is no
morphologically conditioned alternation
and "Weck" represents a regionally re-
stricted word. Mitleb being a student of
Robert Port's, who in turn learned his
phonetics from Leigh Lisker, it is natural
that the parameters of 'voicing' he mea-
sured were vowel and consonant dura-
tions. He found statistically significant
differences between the word pairs in the
direction expected from the generative
description and therefore concluded that
the underlying morphophonemic voice
distinctions are retained in the production
of phonetically voiceless finals through a
systematic difference in the length of the
preceding vowel: quod erat demonstran-
dum.

However, this finding is the result of a
poor methodology of data collection and
processing and does not prove anything
about the differentiation between these
classes of obstruents in the speech of
Germans in their native environment,
and, of course, says nothing at all about
the perceptual relevance of the statistic-
ally significant differences as a discrimin-
ative function in the communication with
a listener. As long as phonology is taken
to the lab in this way it will not advance
our understanding of how speech com-
munication works, but will simply con-
stitute a self-fulfilling prophecy of auto-
nomous linguistics, which might just as
well continue to work with symbolic re-
presentations at scholars' desks. That is
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what Dinnsen [11] did when he claimed
that careful phonetic studies would reveal
the non-neutralizing character of perhaps
all rules heretofore identified as neutral-
izations.

But sad to say, even phoneticians fall
into this trap set by the way the suprem-
acy of linguistics conceptualizes phono-
logical form and its relation to substance.
Francis Nolan [12], at the Second Con-
ference in Laboratory Phonology, having
investigated apparent assimilations of fi-
nal apical to following labial or dorsal
stops by electropalatography proposed
that differences in lexical phonological
form will always result in distinct articu-
latory gestures, even if overlapped and/or
reduced or not discernible in the instru-
mental record. Here again the questions
are as to how good the methodology of
data collection was and what these
instrumental data can teach us about
reduction processes in speech production
and their function in communication.

This influence of phonological catego-
rization on the empirical and theoretical
work phoneticians do is even more far
reaching in the case of Browman and
Goldstein's Articulatory Phonology [13].
Their postulates that gestures specified
by sets of related tract variables function
as primitives of phonological contrast
and that gestures are never changed into
other gestures, nor added, were undoubt-
edly triggered by the representation of
lexical items with the help of contrastive
invariant phonological elements, which
are set up in autonomous phonology in-
dependently of any function they might
have in varying environments of speech
communication and which consequently
remain invariant. This phonological inva-
riance is extrapolated via the gestural
score to the gestures unfolding in
articulation.

The phonetic view: phonetic
phonology

I have argued against this stand and
will do so again in the Symposium on
Speaking Styles at this Congress. In
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essence my criticism runs as follows. If
we, as phoneticians, are interested in
gaining insight into how speech com-
munication works, thus transcending the
dichotomy of competence and perform-
ance, we need to take variants at the
phonological level within the same lexical
items into account because speakers pro-
duce them and listeners successfully de-
code them. Thus in the German utterance
nun wollen wir mal kucken ("now let's
see") from a dialogue of the Kiel Corpus
of Spontaneous Speech [14], displayed in
the spectrogram of Figure 1, the phono-
logical citation form representation
would be (in IPA transcription) /nu:n
‘voln 'vize 'ma:l kukny/, but what the
speaker pronounced may be symolized as
[nd: 54" & ma 'khuky]. This can only
give a filtered replica of the articulatory
movements that may be deduced from
auditory and graphic evaluation of the
acoustic record as having taken place.
The apical gesture for the second /n/ as
well as the two lateral gestures of the
phonological representation of canonical
word forms have disappeared, whereas
the nasalization extends during the whole
of what remains of the first three words;
the first occurrence of the approximant
v/ has probably left its trace in a labio-
dental approximation during the vowel
sequence of the first two words:; the third
o/ is extremely short (37ms) and realised
as a tap, and superimposed on it seems to
be a labiodental approximation, which
may be a continuation of the preceding
lip configuration as well as an advance of
the same feature in the following v/,
which is not realized as a separate seg-
mental unit; the following vowel is again
very short (30ms), and the labiodental
gesture continues and tightens to a
closure for the following /m/.

Ifind it impossible to relate this intric-
ate articulatory control to the same inva-
rnant gestures as they are to be deduced
from thp gestu.ral score for the citation
forms, in particular the postulate of a
gestural reorganization with regard to the
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apicals at a higher processing level than
the actual articulatory execution seems to
be inescapable. Simple temporal sliding
and amplitude variation of gestures in the
realization of the invariant score cannot
explain the empirical facts fully and ade-
quately. On the other hand, separate lex-
ical entries for the words in different
communicative environments is out of
the question: they are decoded as the
same words by the listener (and are,
therefore, different from such instances
as zu dem in er kam zu dem Schiup,
daf... ("he reached the conclusion
that...") versus zum in er kam zum Schiup
("he came to/at the end")).

Phonology as descriptive heuristics:
complementary phonology

In view of these problems with the
postulate of invariant phonological units,
e. g. phonemes, the question arises as to
whether it has contributed anything to
the study of language and speech com-
munication. The answer is: "Of course it
has!" But the linguistic categories of any
phonological model can, at best, only
function as heuristic devices, 'As Ifs' in
Vaihinger's sense [15], that provide a
preprocessing of spoken language data
for them to become accessible to further
phonetic analysis [16]. Particularly in the
case of connected speech, be it read text
or spontaneous dialogue, the phonolo-
gical categorization allows the reduction
of a large variability to a small number of
entities in canonical word forms that may
be listed in a lexicon and to which ac-
tually occurring pronunciations are refer-
red. Especially the segmental concept of
the phoneme is extremely useful here,
eg. for the labelling of acoustic data
bases and for subsequent data retrieval in
computer data banks, provided it is inte-
grated with Jong componential features in
a complementary phonology. So in the
Kiel Corpus of Spontaneous Speech
[14], the utterance of Figure 1 is repre-
sented in SAMPA notation as

nu: -MA n-+v- O- |- @- n+ -MA

V-i:6-6+ ma:l-+ k-h 'Uk @- n-N.
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Figure 1. Spectrogram of the German utterance "nun wollen wir mal kucken" from the

Kiel Corpus of Spontaneous Speech [14]

For the use of -’ and -MA' see my con-
tribution to the Symposium on Speaking
Styles.

PHONETIC EXPLANATION

But none of these phonological de-
vices are explanatory, they are heuristic
and descriptive (and, unfortunately, in a
large number of purely linguistic phono-
logical studies they are not even that be-
cause, as autonomous symbols on paper,
they lack the connection with the spoken
word). Bjorn Lindblom has argued on
many occasions, e.g [17], and will
certainly develop this point further in the
Plenary Symposium on Saturday, that the
explanatory questions about speech com-
munication are not answered by phono-
logy as we know it, because it lacks the
functional viewpoint with regard to the
communicative purpose of speech. It
cannot explain why sound systems are
the way they are, why speakers change
their phonetic output in different situ-
ations in the ways they do, and why
listeners are still able to decode extreme-
ly reduced speech production with great
case. To be able to provide insightful
answers to these fundamental questions
about speech and language, phonologists
would have to step outside their auto-

nomous linguistics field and set up hypo-
theses that are on the one hand inde-
pendent of the data to be explained and
that are on the other hand related to the
biological and social conditions of hu-
mans communicating by speech.

In connection with the example of
Figure 1 one decisive question is whether
any reduction could have taken place at
random, or whether the output is struc-
tured in highly constrained ways that
only allow certain types of deviations
from citation form utterances, and this
question must be seen under a perspect-
ive that goes beyond the individual lan-
guage, but relates to the physical make-
up of the human sound producing sys-
tem. So the question of language and
speech universals is intimately linked to
the explanation of individual language
data. The specific example comes under
three principles: the general instability of
apical gestures [18], the greater reduc-
tion in word-final than in word-initial po-
sition for reasons of word detectability by
a hearer, and the greater reduction in
non-prominent function words for rhyth-
mical reasons in a stress-timed language
like German. Since apical laterals require
greater muscular coordination than apical
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closures in nasals and plosives, they are
more easily dropped than the latter in
gestural sequence, when the special con-
ditions for reduction obtain. As the
movements of the velum are more slug-
gish for physiological reasons the nasaliz-
ation between several nasal-oral-nasal se-
quences occurs as a matter of course,
particularly in fast speech. The super-
position of labiodental constriction on
tongue body and tip gestures over a
relatively large stretch of articulation is
made possible by the anatomical and phy-
siological independence of the lower lip
and by its slow execution of movements,
especially in a repetitive frame /v...v/. So
the articulatory manifestations found in
this utterance in relation to the canonical
forms can be deduced from general prin-
ciples which would also be applicable to
other languages, given the same rhythmic
structure and the same tolerance of hear-
ers under social constraints. Historical
sound change exemplifies these develop-
ments over and over again in the most di-
verse languages, as John Ohala has point-
ed out on several occasions, e.g. [19].

The other pertinent explanatory ques-
tions related to the utterance in Figure 1
are: "How far do listeners allow degrada-
tions of this sort to go before they have
to ask for repetition because they do not
understand?" and "How do speakers ma-
nage to decode such reduced speech cor-
rectly and with such ease?" No answers
are available as yet. But here is a specific
task for phonetics, which falls outside
linguistic phonology, which the latter
could not handle, and which it would not
even be interested in proposing,

A PARADIGM OF PHONETICS:
SECOND STAGE

So the paradigm of phonetics is taking
shape. The integration of phonology and
the physics of speech in a phonetic pho-
nology, as expounded above, constitutes
the first part of this paradigm: a heuristic
framework for phonetic descriptions of
languages in all their speech manifesta-
tions. Built on this is the second part of
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the paradigm: the functional view of
speech production and reception - the
explanation of the speech communication
process between a speaker and a listener
(and we may add, the acquisition of
language and speech) with reference to
the physics, biology and social environ-
ment of homo loquens. No other disci-
pline has or wants to have such a para-
digm. Linguistics is content within its
autonomous framework detached from
the purpose it may be put to in commu-
nication; acoustics and engineering (ex-
cept for the engineers that have adopted,
or in the case of the colleagues at KTH
even assisted in creating, the phonetic
paradigm) are only interested in the phy-
sical perspective, as is illustrated, for
example, by the way they deal with
automatic speech recognition or with
building block synthesis.

Picking up the theme of Francis
Nolan's paper on "Phonetics in the next
ten years" at the last Congress [20], I
would now venture to say that the com-
ing years will see a consolidation of this
paradigm of modern phonetics as a unit-
ary discipline of the spoken medium of
language, an essential interface between
the pure and simple signal approach of
physics and engineering and the symbolic
orientation of semantics, syntax and lin-
guistic phonology in lingistics. Phonetics
will thus occupy a key position in enqui-
ries into the functioning of speech com-
munication at the levels of pure research
as well as application. Of course, there
must and always will be interdisciplinary
cooperation with neighbouring fields that
have different paradigms, but can con-
tribute special expertise which the pho-
netician does not have, e.g. acoustics,
physiology, psychology, linguistics.

This paradigm also necessitates the
training of phonetics students in symbol
as well as signal aspects of speech and
language, including analytic listening and
transcription techniques, speech signal
processing and experimental methods. A
common core curriculum will be de-
veloped and a "Handbook of Phonetic
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Science” will be written in accordance
with the paradigm. There are already
initiatives for a phonetics curriculum at
the European level of the ERASMUS
programme of Phonetics and Speech
Communication, although its compilation
of subject areas is still too encyclopedic
and juxtapositional with not enough
reference to the phonetic paradigm.

CONCLUSION

I can now go back to the title of this
talk. Yes, phonetics, in my view, is a lan-
guage science in its own right by virtue
of its subject matter, and it is well on its
way towards asserting itself as such.
There is still a good deal of hard work
ahead of us. Let's begin with an evolution
of our historical traditions and drop just
one letter and two phonemes, at the end
of the Congress name!

REFERENCES

[1] Kuhn, T.S. (1970), The Structure of
Scientific Revolutions, Chicago: Univer-
sity of Chicago Press.

[2] de Groot, A. W. (1928), "Proposi-
tion 2 - Explanatory memorandum",
Actes du Premier Congrés International
de Linguistes, pp. 6-9, Leiden: Sijthoff's
Uitgeversmaatschappij.

[3] Scripture, EW. (1935), "Bulletin of
the International Society of Experimental
Phonetics 1", Arch Neerl Phon Exp,
vol. 11, pp. 133-147.

[4] Panconcelli-Calzia, G. (1948), Pho-
netik als Naturwissenschaft, Berlin: Wis-
senschaftliche Editionsgemeinschaft.

[5] Menzerath, P. (1930), Bericht iiber
die 1. Tagung der Internationalen Ge-
sellschaft fir experimentelle Phonetik,
Bonn: Universitits-Buchdruckerei Gebr.
Scheur.

[6] (1932), Proceedings of the Inter-
national Congress of Phonetic Sciences,
Amsterdam.

[7] Fischer-Jorgensen, E. (1984),
"Some aspects of the 'Phonetic Sciences',
past and present”, in M.P.R. van den
Broecke, A. Cohen (eds.), Proc Xth Inter
Cong Phon Sc, pp. 3-11, Dordrecht:
Foris Publications.

Session 1.2

Vol. 1 Page 17

[8] Ladefoged, P. (1990), "Some re-
flections on the IPA", Journal of
Phonetics, vol. 18, pp. 335-346.

[9] Zwirner, E., Zwimer, K. (1936),
Grundfragen der Phonometrie, 2nd ed.,
Basel: Karger, 1966.

[10] Mitleb, F. (1981), Segmental and
non-segmental structure in phonetics:
evidence from foreign accent, PhD. diss.
Indiana University, Bloomington.

f11] Dinnsen, D.A. (1983), On the
characterization of phonological neu-
tralization, Bloomington: Indiana Uni-
versity Linguistics Club.

[12] Nolan, F. (1992), "The descriptive
role of segments: evidence from assimil-
ation", in J. Docherty, B. Ladd (eds.),
Papers in Laboratory Phonology II, pp.
261-280, Cambridge: CUP.

[13] Browman, C.P., Goldstein, L.
(1992), "Articulatory phonology: an
overview",  Phonetica, vol. 49,
pp.155-180.

[14] IPDS (1995), CD-ROM#2: The
Kiel Corpus of Spontaneous Speech,
vol.I, Kiel: IPDS.

[15] Vaihinger, H. (1920), Die Philo-
sophie des Als Ob, Leipzig: Meiner.
(Transl. Ogden, C.K. (1965), The
Philosophy of 'As If’, London: Routledge
& Kegan Paul.)

[16] Kohler, K.J. (1991), "The phonet-
ics/phonology issue in the study of
articulatory reduction", Phonetica, vol.
48, pp. 180-192.

[17] Lindblom, B. (1980), "The goal of
phonetics, its unification and applic-
ation", Phonetica, vol. 37, pp. 7-26.

[18] Kohler, K.J. (1976), “Die Instabi-
litat wortfinaler Alveolarplosive im Deut-
schen - eine elektropalatographische Un-
tersuchung", Phonetica, vol. 33, pp.1-30.
[19] Ohala, J. (1983), "The origin of
sound patterns in vocal tract constraints",
in P.F. MacNeilage (ed.), The Produc-
tion of Speech, New York/Heidelberg/
Berlin: Springer.

[20] Nolan, F. (1991), "Phonetics in the
next ten years", Proc Xllth Inter Cong
Phon Sci, vol. 1, pp. 125-129, Aix-en-
Provence: Université de Provence.



Vol. 1 Page 18

Session 2.1

ICPhS 95 Stockhoim

THE PERCEPTION OF STOP CONSONANTS: LOCUS
EQUATIONS AND SPECTRAL INTEGRATION

A. Eek and E. Meister
Laboratory of Phonetics and Speech Technology
Institute of Cybernetics, Tallinn, Estonia

ABSTRACT

Formant transitions did not provide the
primary context-independent cues for
place of articulation. Locus equations
showed relational invariance for stop
categorization in the production space but
they had not the same relevant role in
perception. The connection of the
strongest peak of the gross shape of the
spectrum sampled at the stop release and
the gravity centre of the following vowel
demonstrated a reliable cue for stop
categorization in the perception space.

INTRODUCTION

Although the classical locus concept is
applicable to two-formant synthesis, it
does not reflect adequately the reality in
natural speech because it fails to
document an invariant F2 or F3 loci for
different  vowel contexts. Another
approach - the concept of locus equations
was recently investigated as a potential
metric capable of illustrating relational
Invariance for stop categorization in
cross-linguistic perspective  [1]. The
perceptual relevance of Jocus equations
has not been systematically studied.

. Alot of data have been collected about
differences in spectral energy distribution
immediately after the burst release or
about relative changes in distribution of
energy from the burst release to the onset
of voicing. The gross shape of the
Spectrum sampled at the stop release has
showed an invariant shape for each place
of articulation, The gross  shape

vowel nucleus provide secondary context-
depepdent cues linking the abrupt
transient to the syllable nucleus and
creating a perceptual impression of the
syllable as an Integral unit [2]. Below we
shall test some aspects of stop perception.

SPEECH MATERIAL

The speech material consists of th
Estonian CVV syllables beginning witﬁ

Dbt k (voiceless unaspirated stops with
average burst durations 18, 31, 37 ms,
resp.) and followed by 9 long vowels j ¢,
4 4,0, 6, a o, u Such syllables were
read as one-syllable sentences by 1 male
speaker. The speech samples  were
digitized at 10 kHz and autocorrelation
LPC spectra were computed in Kay CSL
4300 system (Hamming filter, high-
frequency preemphasis, 14 coefficients).
Spectra for the vowel onset and nucleus
were computed with a 10 ms time
window by centering the window at the
last third of the first half of the vowel F0
period; measurements were repeated on
wideband - spectrograms (the data are
plotted in Fig, 1). Burst spectral shapes
were computed with a 25 ms window by
centering the window at the burst release.
k in unrounded front vowel contexts has
its strongest transient peak near F3 initial
frequency of the vowel, while in back
vowel contexts it lies at F2 initial
frequency (the latter is also valid for
rounded front vowel contexts). F2 and F3
diverge during the transition to the vowel
nucleus, creating thus at the burst release
a ‘'bottle neck-like formation. The
strongest  peak of A's burst in
midfrequency region between
1000-2900 Hz stands  out dominantly
from any other peaks. Such strong
compactness of spectra is unambiguously
valid in unrounded front vowel contexts
whereas in rounded front vowels and
back vowels contexts there is another
outstanding  but  weaker peak at
4000-4400 Hz. ¢ shows the strongest burst
peak at high frequencies between
3000-4000 Hz, while lower peaks have
gradually weakened, p has the strongest
burst region between 350-500 Hz in back
vowel contexts. Before front vowels two
first peaks of the burst are of equal
Intensity (the second peak coincides with
F2 initial frequency) and higher transient
peaks have gradually damped.
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Figure 1. Formant trajectories in CVV syllables with syllable-initial stop consonants.
Measurement points: | - stop release; 2 - vowel onset; 3 - vowel nucleus; 4 - vowel
nucleus continued; e - the strongest peak of k burst measured at stop release.

PERCEPTION EXPERIMENTS

Experiment 1. In this experiment we
used 27 original CVV syllables + the
same syllables without burst (four-
formant acoustic patterns of without-
burst-stimuli were described by the data
of measurement points 2, 3 and 4 in
Fig.1). 54 different stimuli were
presented 4 times in random order to 13
listeners; their task was to identify a stop
consonant at the beginning of each
syllable.

The direction of the F2 transition is
not invariant (e.g. in Fig. 1: F2 rises in
the syllables pi, pe and ¢, te, but falls in
Po, pu, to, tu and ko, ku). Presumably the
degree of movement freedom of the
tongue body is the biggest in p-syllables
and the least in f-syllables (cf. locus
equations in Fig. 2). Therefore, in the
case of without-burst-stimuli, labial
stops  should receive the lowest
identification scores.

All with-burst-stimuli were correctly
recognised. But for without-burst-stimuli
we obtained the results opposite of what
we expected: only p was recognised in
all vowel contexts. Interpreting listeners'
responses we cannot ignore particularly
the relations between F2 and F3. Despite
the fact that in front vowel contexts p
transitions were moderate, a labial stop
was identified 90-100%. We suppose
that in these cases marked F3 rising
transitions to the direction of a gravity
centre of front vowels take over the
function of weakly marked F2
transitions. This can also explain why all
t-syllables in front vowel contexts were
recognised 70-93% as beginning with p.
This supposition is indirectly confirmed
by a simple test: after the removal of
frequencies higher than F2 from the
vowel spectra of with-burst pi, ti, ki
syllables, all listeners perceived the
remaining original F1 vs. F2 spectrum of
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the syllables as if these were pii, tii, ki,
just as they had perceived the original
with-burst pi, tii, kit on the basis of F1
vs. F2 spectrum. Syllable-initial t was
perceived only in the context of back
vowels 6 and a (the biggest fall from the
highest F2 onset frequency), while ¢
before o and u was perceived ca 50% as
p (the fall from the lowest F2 onset). &
was perceived before d (the only 'bottle
neck' formation preserved after deleting
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were perceived as long vowels (due to
preserved negligible transitions). Before
back vowels, k was mostly identified as
p (a fall from low-frequency F2 onset;
weak higher formants probably have no
essential role). The removal of bursts
destroyed the entirety of transitional
trajectories. Will the results improve if
we complete CVV transitions by adding
F2 changes without noise components of
the transitional part of the burst to the

the bursts), while for all other front vowel  transitions  (see  below)?
vowel contexts without-burst-syllables
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Figure 2. Locus equations for k, p, t. The extent of consonant-vowel coarticulation in
CVV syllables. a - F2 measured at stop release; b - F2 measured at vowel onset.

Experiment 2. We used the same 27
without-burst-stimuli known from the
previous experiment as base syllables.
F2 onset frequencies of the four-formant
base syllables were altered in both
directions limited by F1 and F3
frequencies. The stimuli were generated
in Kay CSL 4300 system using LPC
synthesis. Each stimulus was repeated 5
times in succession with 1 s pauses;
there was a 3 s pause between different
stimuli for marking responses. The
listeners' task was to mark a stop
consonant at the beginning of syllables;
it was also allowed to mark
unidentifiability when the syllables were
perceived as long vowels. Results have
been presented in Fig. 3.

As a rule, rising F2 transitions were
preferred for p responses, falling
transitions for f responses (in back vowel
contexts) as well as for the identification
of k (in front vowel contexts if a 'bottle
neck' formation was created). t before
front vowels and k in back vowel
contexts (except before a) were not
identified (for probable reasons see
above). It should be noted that in the
perception space p may be represented
even by a locus equation slope of 0 (y
intercept about 500 and 900 Hz). F2
transitions did not provide the primary
context-independent cues for place of
articulation. Locus equations showed
relational  invariance for  stop
categorization in the production space
but they had not the same relevant role in
perception.
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Figure 3. Perception of stop consonants
in CVV syllables without bursts. Each
point represents a stimulus that was
identified as p(e o), t(a A), k(e 0), or as
a long vowel (x) for more than 50% of
the responses. Diagonal line displays the
cases where F2 of vowel onset equals to
F2 of vowel nucleus (no F2 transitions).

Experiment 3. 9 pVV base syllables
without bursts were used generating two-
formant vowel patterns (F1 and its
transitions were  unchanged and
corresponded to F1 of the vowel; F2' of
the corresponding vowel type was fixed
as the value of F2; for spectral
integration in vowel perception see [3]).
Two series of vowel stimuli were
generated: (a) vowels with a straight F2'
(no transitions); (b) vowels with 50 ms
transitions directed to the strongest peak
of the preceding stop bursts in
connection with the corresponding vowel
type (for p-stimuli - rising transitions;
for k-stimuli - straight transitions in front
vowel contexts and falling in back vowel
contexts; for #-stimuli - falling
transitions). The corresponding original
stop burst was added to each vowel
pattern. The listeners' task was to
identify a stop consonant at the
beginning of each syllable. Results have
been presented in Fig. 4.

Identification scores were 75-100%
for all cases. There were no essential
differences between scores given to the
intended consonant with moving and
straight transitions (only for p-syllables
10-15% higher identification scores were
registered with rising transitions). The

F2' of vowe! nucleus (kHz)

Figure 4. The perception space of stop
consonants.

connection of the strongest peak of the
burst and the gravity centre of the
following vowel provides a reliable cue
for stop categorization in the perception
space. Supposedly listener's perception
mechanism fixes the gravity centre both
in the gross spectral shape of the stop
burst and in the following vowel; linking
of these centres supports listener with
sufficient information for making
decisions about syllables as a whole.
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ACOUSTIC STUDY OF VC TRANSITIONS FOR HINDI STOPS

Manjari Ohala
San Jose State University, San Jose, California, USA

ABSTRACT

Do languages like Hindi with large
segment inventories show less contextual
variation? VC transitions of stops in
different vocalic environments were
examined to see if (a) the different places
of articulation were cued similarly, and
(b) if the five places of articulation were
well-differentiated. The results show that
acoustic cues for place are highly vari-
able and context dependent -- even in a
language with a large segment inventory.

INTRODUCTION
Hindi has a large and, by some
measures, a crowded segment inventory:
33 consonants and 11 vowels. If distinc-
tive geminate consonants and nasalized
vowels were included, the total number
of phonemes would be 85. Of the 33
singleton consonants, 20 are stops or
affricates, produced at 5 different places
of articulation: labial, dental, retroflex,
palatal, and velar (the palatal stops are
affricates). See Table 1 (where geminate
consonants are not indicated; see [4, 5]
for further details). This raises the
question of how well these sounds are
differentiated; how is coarticulation
managed? Following some ideas of
Lindblom 2] and Lindblom and Maddie-
son [3], one might expect Hindi with its
crowded phoneme space to permit less
allophonic variation than might be the
case with a language with a smaller pho-
neme inventory. To the extent that two
different phonemes or even two different
sequences of phonemes exhibit similar
acoustic patterns, it would presumably
make the task of the listener more diffi-
f:ult. In general, the amount of variabil-
ity and thus the ambiguity inherent in the
§1gnal should be inversely related to the
inventory of possible message units.

p t t ¥ k
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b d 4 da g
b d 4 & g
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w i h
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€ [ 33 o 3
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Table 1. Segment inventory of Hindi
(excluding 25 geminate consonants).

To address this issue I examined VC
transitions of stops in different vocalic
environments and asked (a) are these
places cued similarly in different vocalic
environments? and, (b) are the five
places of articulation well differentiated
by formant transitions alone i.e., without
the benefit of stop or affricate releases?
Additionally, I noted whether formant
patterns characteristic of place are simi-
lar to those found in other languages.
Although it is now known that other cues
such as rate of formant movements, stop
bursts, etc., also play a role [6], they
have not been examined in this study,
and thus in this respect the study is
limited and should be treated as a pre-
liminary investigation.

METHOD
Speakers and speech corpus

I recorded three male native speakers
of Standard Hindi uttering syllables of
the form /pVC/ where V = one of the
following eight front/central/back vowels
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[i,1, ¢ 9, u, U,3, a] and C = a voiced
or voiceless (unaspirated) stop that was
bilabial, dental, retroflex, palatal, or
velar. (The palatal stop is actually a
palato-alveolar affricate.)

The recordings were made in the Lan-
guage Laboratory of the Jawahar Lal
Nehru University, Delhi, using high-
quality analog portable equipment. All
test words were read in two different
random orders in the frame vo___aya
’he came’.

Analysis Methods

The recorded speech was band-pass
filtered at 68 Hz to 7.8 kHz, digitized at
16.7 kHz and analyzed with the aid of
waveform and LPC spectral displays
produced by the CSRE speech analysis
software and related programs. The VC
formant transitions (the last 100 msec of
the vowel) was extracted from computed
spectrograms and analyzed. The results
given below are for the most part based
on 9 tokens per utterance (3 tokens X 3
speakers) (In a few cases there are fewer
tokens, but never less than 7.)

Resuits

Fig. 1 gives the averaged formant
tracks for three vowels /i a u/ before 5
different places of voiced stop (or affri-
cate). (The formant tracks for voiceless
consonants are not given due to space
limitations but they were similar to those
for the voiced consonants.) The right-
most column gives a superimposition of
the formant patterns from the leftmost
three columns. This last column of
formant tracks is difficult to read for the
sake of isolating the patterns for specific
VC combinations but it does show global
patterns better, e.g., presence or absence
of a restricted range of terminal fre-
quencies for the VC transitions. Mid
vowels are not represented but, in gen-
eral, their patterns were interpolated
between those shown here, e.g., the
pattern for /e/ is approximately in
between those for /i/ and /a/.
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DISCUSSION

The following patterns can be noted (I
also give the patterns for the vowels [1,
U, ¢,3,3] even though they have not been
included in Fig. 1).

Characteristic differencesin VCtran-
sitions: bilabials showed the characteris-
tic lowering of F2 (and/or F3) after front
vowels but not after back vowels where
F2 and F3 were essentially flat. Velars
exhibited the familiar convergence of F2
and F3 only after [i]. After other vowels
the transitions were more or less flat.
For dentals, F2 showed the typical bend-
ing toward mid-frequency terminal
values in the range 900 - 2000 Hz; F3
had an even narrower range of terminal
values, 2500-2800 Hz. Retroflexes
showed a marked convergence of F2 and
F3 and also a lowering of F4, except
after [i] and [I} (though even in these
cases there was a noticeable lowering of
F4). Palatals had a rising F2 and F3
except after [i] where the transitions
were flat; terminal values for F2 ranged
from 1000 to 2300 Hz.

Characteristic similarities in VC tran-
sitions: after [i] and [1] the bilabials
and dentals have very similar patterns--
lowering of F2 and F3. After [¢] retro-
flexes and velars were similar in their F2
and F3 patterns, however, retroflexes
had a lowered F4. After [u] and [0]
bilabials and velars had similar and
essentially flat transitions for all
formants. After [u,3, a, 4], dentals and
palatals had similar transitions except
that for palatals F2 rises higher and
starts this rise earlier.

The formant frequencies I obtained
for the VC transitions are fairly similar
to those obtained for Gujarati by Dave
[1] for the subset of the data that lent
itself to comparison.

CONCLUSIONS

These results reinforce the accumu-
lating evidence that the acoustic cues for
place are highly variable and context-
dependent — even in a language with a
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crowded segment inventory. It is also of
interest to note that velars (except after
[i] do not show the characteristic F2-F3
convergence found in other languages.
On the other hand, convergence of these
two formants is found for retroflexes in
some vocalic environments. F4, which
is not usually considered an important
cue for place, seems to exhibit a highly
consistent lowering for retroflexes (as
also noted by Stevens and Blumstein
[6]). Finally the following caveat must
be given: the VC environment (in final
position) is known for neutralizing vari-
ous distinctive features including place of
articulation. Thus the fact that the tran-
sitions in the data reported were quite
similar for a number of consonants is

perhaps not so surprising.
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LOCUS EQUATIONS AS A METRICS FOR PLACE OF
ARTICULATION IN AUTOMATIC SPEECH RECOGNITION

Fugenio M. Celdran and Xavier Villalba
Laboratorio de Fonética, Universitat de Barcelona

ABSTRACT

In this communication it is showed
that locus equations are a powerful
metrics for classifying Spanish stops
regarding place of articulation. 10
subjects (5 male and 5 female) produced
a series of labial [p]-[b], dental [t]-[d],
and velar [k]-[g] tokens for 5 vowels.
The resultant three locus equations nicely
characterized the three places. Moreover,
a discriminant analysis using both slopes
and y intercepts and slopes alone yielded
a 100% correct classification.

INTRODUCTION

After having failed in the search of
reliable invariant cues for place of
articulation of Spanish stops, following
Blumstein and Stevens’s [1] steps, we
decided to look at Sussman’s [2] and
Sussman et alii’s [3], [4] new proposal
based on locus equations. This concept
was originally conceived by B. Lindblom
[5], who sensed that, although variations
caused by coarticulation were noticeable,
there seemed to exist a close relationship
between the onset F2 values —which
would roughly correspond to the vowel
transition— and the F2 values of the
midvowel nucleus. In order to prove it,
he calculated the correlation between
these F2 values. Thereby he obtained a

series of lineal functions such as the
following;

Fomset = k¥ F2yy + ¢

where the constants & and ¢ stand for the
slppe and the y intercept, respectively.
Lindblom found that the values of the
constants were clearly different for each

place of articulation. In other words, the
slope of the regression line varied
depending on the place of articulation.
Therefore, the various lineal functions
obtained represented different places of
articulation, more precisely, different
locus equations.

[3] presented a particular proposal
about the basis of voiced English stops.
The results they achieved were
enormously encouraging: using locus
equations as metrics, they obtained 93%
classification rates. That is why we found
it necessary to carry out a study about the
usefulness of locus equations in the
discrimination of place of articulation for
Spanish stops. This would serve us to see
the universality of this method and we
would be able to study in a quantitative
manner, the effects of coarticulation of
vowels on stop consonants. The degree
of success of this method has direct
consequences on the- studies about
automatic speech recognition: it provides
us with a metrics to classify place of

articulation starting from a specific sound
stimulus.

METHOD

Material of study

The study was based on the speech of
five male and five female subjects of ages
20 to 30. The subjects produced the
sequence [kan’CVna], where C={[p), [b],
(t]. [d], [K], [g]} and V={[i], [e], [a], [0},
[ul}; they repeated this sequence five
times for each vowel. We obtained 150
stimuli for each subject (6 stops x $
vowels x 5 productions = 150). The
informants’ productions were recorded in
a soundproof booth using a “Shure
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SMS58” microphone and a cassette
recorder (Marantz, model CP430).

Measurements

The stimuli were reproduced and
analyzed with the Kay CSL 4300 B. The
formant measurements were based on
measurements via cursor on a wide-band
spectrogram, with the additional LPC
derivation values of each formant.

Points of analysis

Considering that Spanish stops are
non-aspirated, we measured the first
glottal pulse after the burst (F2 onset)
and the midvowel nucleus (F2 vowel).
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When the vowel formant trajectory was
either ascending or descending, we took
the value of F2 at a middle position in the
formant. In the cases in which the
formant trajectory was ascending-
descending or descending-ascending, we
took either the maximum or the minimum
value, respectively.

RESULTS
We generated thirty locus equations (3
places of articulation x 10 speakers). The
results are presented in Table 1.

Table 1. Slope and y intercept values for all speakers and place of articulation

Ipl-fol W-1d/ fk/-g/ \

Subjects _ Slope Intercept  Slope Intercept Slope Intercept
Ml 0.74 22442 0.59 606.83 0.93 65.62
M2 0.79 151.06 0.69 516.53 0.95 60.7
M3 0.9 -1 0.52 803.27 1.19 -242.74
M4 0.88 45.04 0.65 545.86 1.12 -167.64
M5 081 195.56 051 829.94 0.97 74.43
F6 0.87 71.62 0.64 706.28 0.95 149.37
F7 0.83 13433 0.63 662.41 0.99 5.66
F8 0.82 94.96 0.53 920.51 0.99 79.54
F9 0.80 241.86 0.53 966.08 1.01 42.13
F10 0.84 102.99 0.50 899.88 0.92 22721
mean 0.83 126.08 0.58 745.76 . 1 29.43

The mean labial slope was 0.83 (s.d..
0.05) and the labial y intercept mean was
126.08. The dental mean slope was 0.58
(s.d. 0.07) with a mean y intercept of
745.76. Finally, the velar mean slope was
1 (s.d. 0.09) with a mean y intercept of
29.43. In all the cases

Slope variability

To test the variability of slope values,
two ANOVAs were performed. The first
one made a comparison with respect to
gender and showed no significant
difference: F(1,28) = 0.138, p<0.7172.
The other ANOVA made a comparison
with respect to stop place and significant
difference was found: F(2,27) = 93.013,

p<0. Further comparisons between place
pairs also showed significant difference:
labial vs. dental yielded F(1,18) = 8322,
p<0.01; labial vs. velar yielded F(1,18) =
30.92, p<0.01; and finally dental vs. velar
yielded F(1,18) = 145.01, p<0.01. To
sum up, the variability of slopes was not
significantly affected by gender but by
place of articulation.

Y intercept variability
Again, in spite of the great variability
of y intercept values, ANOVAs analysis
showed non significant effects due to
gender (F(1,28) = 0.699, p<0.419), but
very significant effects due to place of
articulation (F(2,27) =88.024, p<0).
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Discriminant analysis

Following [3], we decided to set up a
discriminant analysis taking place as the
classificator and the values of all locus
equations (3 places x 10 speakers = 30
locus equations). Using only y intercepts
the correct classification rates were 70%
for labials, 100% for dentals, and 70% for
velars (an overall mean of 80%).
Nevertheless, using either slopes alone or
both slopes and y intercepts the correct
classification rates were 100% for all
three place categories. Figure 1 shows
the means plot for both slope and y
intercept values.

Figure 1. Means plot of the discriminant
analysis. 1 corresponds to labial stops, 2
to dental stops, and 3 to velar stops.
Points show group centroids.
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DISCUSSION
The experiment has shown that three
clearly distinguished locus  equations
describe place of articulation of Spanish
stops. Note that, as Table 2

: . shows,
Spanish stops yield no slope overl

apping,
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even though the minimum slope value of
velar stops and the maximum one of
labial stops are very close. This is
consistent with the discriminant analysis
results, which offered a 100%
classification rate just using the slope
values.

Table 2. Range slope values across place
of articulation in Spanish stops.

labial{ dental | velar

minimum | 0.74]| 0.5 0.93

maximum { 09 | 0.69 1.19

However,  before  raising  any
conclusion, it must be taken into account
the phonetic nature of Spanish stops.
Firstly, Spanish voiceless stops show no
aspiration, unlike the English ones.
Moreover, their VOT values are quite
low (6,5 ms for [p]; 10,4 ms for [t] and
25,7 ms for [k], according to [8]), which
makes them quite similar to English
voiced stops at initial position. Spanish
voiced stops are also quite different from
their English counterparts: they only
occur at initial position and after nasals,
and they always have a negative VOT
value. Finally, we should also emphasize
that the place of articulation of [t] and [d]
in Spanish is dento-alveolar —i.e., the tip
of the tongue touches the upper teeth,
whereas the tongue blade is attached to
the alveolar ridge—, as opposed to other
languages like English, where they are
clearly alveolar. All these differences
probably explain why [1]’s method for
the establishment of invariant cues for
place of articulation of stop consonants
failed in Spanish (see [9], [10]).
Nevertheless,  even  though  the
differences, the resultant locus equations
for Spanish stops have proved to be very

consistent cross-linguistically, as Table 3
shows.
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Table 3. Cross-linguistic comparison of
mean slope values.

labial dento- velar
alveolar

Spanish 0.83 0.58 1
Thai [4} 0.70 0.30
English [3] 0.87 0.43 0.66
Swedish [1],{7] 0.63 0.32 0.95
Arabic [4] 0.77 0.25 0.92
Urdu [4] 0.81 0.50 0.97
mean 0.77 0,39 0,9

Both labial and velar Spanish stops are
very consistent cross-linguistically. The
most important difference appears with
dental stops. However, even such a
difference can be explained by the above
mentioned fact that Spanish [t]-[d] are
clearly dento-alveolar and never alveolar,
unlike e.g. English. That this might be the
reason for the difference in dental slope
values is supported by Urdu, a language
showing both dental and alveolar stops:
dental slope values were higher than the
corresponding alveolar values, and hence
closer to Spanish values.

One of our primary aims was to find
invariant cues which would allow us to
carry out automatic speech recognition
based on phonetic features. From our
statements, we believe that locus
equations give us a good basis for the
achievement of this aim.
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PROCEDURAL INFLUENCES ON THREE MEASURES
OF ARTICULATORY CONTROL

Ruth Huntley, Allen Montgomery, Theresa Herron,
Heather Clark, Kathy Kugel and Laura Iden
University of South Carolina, Columbia, SC USA

ABSTRACT

This project was designed to study the
stability of three measures of articulatory
control: a relative timing task, the F2
slope index and locus equations. College-
age subjects were asked to read traditional
stimulus types at conversational, slow and
fast rates at two separate testing sessions.
Statistical analyses indicated that a change
in rate significantly affected two out of
the three measures while the test-retest
factor was not significant. However,
normalization procedures revealed that
rate continued to be a factor in the F2
slope index while exerting little to no
influence on the other techniques.

INTRODUCTION

The articulatory process is indeed a
complex one that is mediated by both
central and peripheral factors. Numerous
investigators have attempted to identify
the essential components of this process in
an attempt to draw conclusions regarding
the planning, programming and execution
of phonemes in a sequence. Three
analysis procedures have appeared in the
recent literature on articulatory control
that merit further examination because
they offer some support to the notion of
relational invariance. These techniques
mcludg a relative timing task (1,2}, the F2
slsoge index [3,4] and the locus equation

Relative timing refers to the inherent
temporal organization of phonetic units
across the time dimension.  Several
studies have indicated that relative timing
does remain constant throughout changes
In speech rate and stress patterns [1,7].
These investigators have concluded that
timing characteristics are inherent in the
motor programs for speech and not
superimposed on the signal at the level of
the articulators. The F2 slope index, on
the other hand, has been used to

demonstrate the importance of formant
trajectories in the determination of speech
intelligibility [3,8]. It is postulated that 3
flatter slope than "normal" would be
perceived as speech that was les
intelligible [4). Finally, locus equations
are used to demonstrate relationd
invariance (i.e,, independent of vowe
context) of place of articulation for initial
voiced stop consonants [S].  Thes
equations are so robust that they even
hold across languages [6].

While all of these measures seem to be
well established, there is little information
regarding their effectiveness in conditions
where the rate of speech is either faster or
slower than normal. Since rate has been
shown to influence segment duration and
formant frequency values [9-11], it seems
important to test this factor more
carefully. Furthermore, little is known
about the stability of such measures across
times of testing. Therefore, it is the
purpose of this project to assess the
influences of rate of speech and test-retest
reliability on each of these measures of
articulatory control. Finally, as a test of
intersubject variability, the investigators
normalized the rate and formant values
obtained in their measurement procedures.
The normalization  process should
highlight the factors that may be changing
as a function of speech rate. Since timing
ratios are presumed to reflect the central
orgamizing activity of the articulatory
process, they should not be affected by
changes in rate. On the other hand, the
F2 measures represent movement of the
articulators. Therefore, statistical
normalization of rate may affect the F2
slope measures while F2 normalization
(adjusting for vocal tract length) may
influence F2 slope and F2 regression lines.
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SUBJECTS

Twenty subjects (10 males and 10
females) participated in this study. They
ranged in age from 22-33 years of age and
were enrolled at the University of South
Carolina.  All of the subjects spoke
Standard American English. They had no
known speech, voice, fluency or hearing
disorders and were screened for minimal
dialectal variation. None of the speakers
had received professional voice training;
however, the talkers were given a chance
to practice the tasks prior to
commencement of the procedure.

PROCEDURE

The voice recordings were made with a
Digital AudioTape (DAT) recorder in a
sound-treated booth. The subjects were
presented with a set of cards containing
the stimulus items. Each of the speakers
read the cards aloud into the microphone.
They were required to produce each
stimulus set, starting with the first phrase
and continuing on to the last one, before
moving on with the next repetition. The
subjects read the stimulus sets first at a
normal, conversational rate, followed by a
slow rate and finally at a fast rate. To
achieve a "slow" rate, subjects were asked
to speak at what they considered to be
half their normal rate of speaking. They
were also provided with a spoken model
by the experimenter, as well as cues to
slow down throughout the procedure.
Similarly, to achieve a fast rate, subjects
were asked to speak at twice their normal
rate, with a model again provided by the
experimenter. The entire experimental
procedure was repeated two days later as
a measure of test-retest reliability.

STIMULUS SETS

They were asked to read the following
stimulus types: three repetitions of five
sentences constructed for the ratio task
[1], three repetitions of a standard phrase
with a target word taken from the
acoustic signature literature [3] and five
repetitions of /b,d,g/ paired with four
vowels in a /CVt/ context [5].
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DATA ANALYSIS

All measurements were made from
computer-generated spectrograms using
Sensimetrics SpeechStation (version 3.0)
software on an IBM-compatible 486
computer. The Sensimetrics program
allows the user to identify wvarious
acoustic correlates, such as time (in
msecs.) and frequency corresponding to
specific points on the stimuli.

Measurement Procedures

For the relative timing ratios, the
investigator constructed a set of nine
measurements (one durational and four
sets of ratio measurements) by which each
utterance was analyzed. The ratio
measurements were based on constructs
developed by Weismer, et al. [1] and
Prosek, et al. [2]). The boundaries for
each ratio occurred at a vowel-consonant
(VC) or consonant-vowel (CV) interface.

The F2 slopes were derived by
identifying the last frequency value of F2
before the transition and the value of the
first glottal pulse of the leveling off point
of the steady state portion. The
procedure was somewhat different for
"wax" and "blend" in that the glides were
also measured as they rose into the
vowels.  This procedure seemed to
include the most frequency change. Once
the starting and stopping points were
identified, the frequency and millisecond
values for each of these points were
recorded and a slope was computed by
dividing the amount of frequency change
by the duration of that change (i.e., rise
over run).

The locus equations were generated as
follows: measurements were taken at the
first glottal impulse of F2 and then during
the vowel steady state. Each stimulus
item was measured three times at each
rate and joined on a scatterplot which
represented each consonant by plotting
the F2 onset by the F2 steady state
frequencies of all four vowels. The
regression line, which results from this
procedure, is known as the locus
equation. From these scatterplots, slopes
were derived for intersubject
comparisons. Lastly, all measurements
were subjected to intra- and inter-judge
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reliability testing and all correlations
derived from these procedures were
excellent (r > 0 .85).

Normalization Procedures

Rate normalization was carried out on
the timing ratios and the F2 slope
measurements. The timing ratios were
recomputed for the fast and slow rates
with corresponding durations from the
normal rate serving as the denominator.
These new component fractions were
used to calculate "normalized” ratios. The
intent was to factor out the influence of
rate across the ratio portions. If speech
rate was a constant factor across the
generation of a phrase, the ratios
generated for each component should be
equal and the ratio should be equal to one.
Thus, normalized ratios that deviated
from one would indicate differential
increase (or decrease) in rate across the
sentence.

In adjusting the rate of F2 slopes, the
investigator utilized the "normal” duration
value as the denominator for all of the
slopes.  This process would provide
information about F2 rise while holding
time constant. Now, one could talk about
the  influences of  coarticulation
independent of rate.

F2 frequency normalization was also
employed as a means of controlling for
individual differences in estimated vocal
tract length. Therefore, the extent of
frequency change noted here could
provide insight into the process of
coarticulation while controlling for one
factor known to vary across individuals.

RESULTS AND DISCUSSION

Two or three-way ANOVAS (stimuli x
rate x testing time) were conducted on the
preliminary data to determine the effects
of rate and test-retest reliability on each of
these measures of articulatory control.
Rate was noted to be a significant factor
In two out of three of these measures.
However, the test-retest factor was not
significant. Therefore, one can conclude
that the articulatory process associated
with each of these measurements is fairly
consistent across times of testing,
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Effects of Speaker Rate

The use of a slow rate proved to be
troublesome for the relative timing ratio;
in that three of the four ratios did not
remain constant in this condition
Furthermore, one of the sentency
generated variable ratios in both the fag
and slow conditions for at least two of the
ratios. While the sentences were chosen
to represent different types of phoneme
transitions, this factor did not seem to be
the most pertinent. However, th
semantic naturalness of the sentence
seemed to disrupt relative timing. This
factor needs further investigation.

Rate, once again, was a factor in the
interpretation of the F2 slopes. The mem
slopes for each rate were significanty
different from one another. Only the
analysis of the words "wax" and "blend'
provided different results. In these cases,
the mean slope values for the normal and
fast rates were not found to be
significantly different from one another;
however, slope values for the slow rate
were distinctive from the other two
speeds.

Finally, a change in rate did not affect
the derivation of a locus equation for any
of the voiced plosives tested. This finding
was to be expected since the locus
equation is not a time dependent
measurement. However, it is interesting
to note that the possible target undershoot
and overshoot that occurred in the fast
and/or slow conditions did ot
significantly affect the slope of the
regression line for /b/, /d/ or /g
Furthermore, as noted in previous
research, the slope of the /d/ regression
line was significantly different from the
others.

Effects of Normalization Procedures
Rate normalization revealed that the
effects of rate on the relative timing ratios
are consistent throughout the sentence
with mean ratios for both fast and slow
conditions approximating 1.0. That is,
whgn. differences attributable to talker
vanation and sentence context were
removed, the ratios revealed M
differential lengthening or shortening of
sentence components on the average.
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However, specific sentences or ratios
showed some modest effects of rate.

As might be expected, rate
normalization of the F2 slope reduced
differences attributable to talker speed.
However, significant differences for the
fast and slow rates for certain words still
remained indicating the continuing
presence of articulatory over/undershoot
as a contributory factor. o

The F2 frequency normalization
procedures are currently underway and no
conclusions are available at this time. In
general, the three measures employed in
the present study appear to be useful tools
for assessing articulatory behavior and
further refinements and enhancements of
these techniques would appear to be
justified.
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1
This work is dév%%teﬁatcot the study of
the properties of the sound spectrum at
the release of Italian stop consonants in
vocalic contexts. The aim is to check if
the amplitudes of the peaks in the spec-
trum can be used as acoustic attributes
of the place of articulation of the con-
sonants. Moreover, different measure-
ments have been performed in order to
define what of measure retajns more in-
formation about peak amplitudes.

Materials and procedures
e recording and measurements

were made in the Research Laboratory
of Electronics, Speech Communication
Group, MIT, Cambridge, Usa. The
materials consists in VCV(C utterances
produced by seven adult Italian speak-
ers (three females and four males) in
a so'und-treated room and recorded on
a high-quality magnetic tape record-
ing sys_tem. The speakers were selected
from different parts of Italy. The utter-
ances are embedded in a carrier phrase:
Prendi VCVC se vuoi (Take VCVC i}'
(you) want). The measurements were
made for the consonant between vow-
els, pata have been collected for all the
official Italian vowels embedded in sto

Fonte?(ts. However, the results reporteg
in this paper come from the analys;

of the stop consona ot
of the vowel /;
scription of th,
the procedures
ito and Steven

nts in the context
/- A more detailed de-
€ speech materials and
can be found in Espos-

s [2). The spectral rep-
—_—

1

Supported by CNR-11ASS contratto quin-
erno University, Ac.
knowlg’igemt?nts goes to Maria Marinari C.:C
men Apolito and Kenneth N. Stevey Tor
their comments and suggestions, e for

resentations used include a DFT spec.
trum, a smoothed version of the DFT,a
spectral averaging method. The analy-
sis window (Hamming window) was set
to 3.1 msec for each measurement. The
spectrum at the release of each con-
sonant, the averaged spectrum during
the first 4 msec (for /b, d,g/) and 10
msec (for /p, ¢, k/) after the release and
the k-averaged® spectrum were com-
Puted. All spectra are preemphasized,
l.e. spectra of the first difference of
the waveform are calculated. More-
over, the spectral amplitudes were also
enhanced by changing an overall spec-
tral gain control parameter. The am-
plitudes of the maximum peaks in the
frequency ranges of 1-3kHz, 3-5kHz, 4-
6kHz, 5-TkHz, 0-2kHz, and 0.8-1.5kHz
were measured from cursor amplitude
readouts via mouse position placed on
t}'le spectrum display. The spectrum
display shows, superimposed, both the
smoothed spectra and the DFT spec-
trum. However the peak amplitudes
were measured only on the DFT spec-
trum,

Thlghamplitude attributes

. € peaks amplitudes measured
in the different frequency ranges de-

2This spectrum was computed measuring,
for each voiceless consonant, the VOT length.
Tthen the cursor was placed on the waveform
.:0 tl;le t;mpora] sampling point corresponding
"ume alf of the VOT length and the spec-
X averaged on 5 msec to the left and 5 msec
o the right, of this sampling point was com-
:u(:ce:i We call this spectrum the k-averaged
p;; ” E:xmkl?ecause k is the command to com-
ey p, lls a Parameter of the analysis tool
o, oot; s [3]) previously set to 150 samples,
{oore ponding to 10 msec of signal duration, at
€ sampling rate of 16.000 Hz.
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Table 1: Amplitude feature-matching
results for velar consonants. The en-
tries give the mean percentage of utter-
ances of each consonant (based on 21
utterances of each consonant, occurring
in [i/ vowel environment, and obtained
from seven speakers) that were correctly
accepted or rejected by the set of acous-
tic features defined above.

Spectrum at release

Correct Correct
Acceptance Rejection
Jk/ 571 || /p/100 /t/95.2
/g/ 90.4 /6/100 /d/385.7
Averaged Spectrum
Correct Correct
Acceptance Rejection
Jk/ 95.2 /p/100 /t/95.2
/g/ 80.9 || /b/90.4 /d/76.2
k-Averaged Spectrum
Correct Correct
Acceptance Rejection
Jk/95.2 || /p/95.2 [t/95.2

scribed above were compared in order
to identify properties that can be useful
to discriminate the place of articulation
of each consonant. Initially averages of
the maximum peak amplitudes in dif-
ferent frequency ranges were computed.
However, even though some of these av-
erages differ significantly from one con-
sonant to another, the standard devi-
ations were high and they overlapped.
This effect is mostly due to the vari-
ability of the peak amplitudes among
the speakers. For this reason we de-
cided to exclude these measures and we
start to look to the amplitudes of the

maximum peaks in specified frequency
ranges compared to the amplitudes of
the maximum peaks in other frequency
ranges. This comparison seemed more
reasonable to us because it is possi-

ble to reduce the amplitude variability
among speakers and repetitions. We
carried out several attempts, compar-
ing the maximum peak amplitudes in
some frequency ranges with the max-
imum peak amplitudes in some other
frequency ranges or comparing the dif-
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Table 2: Template-matching resulls ob-
tained using the Blumstein and Stevens
compact template.

Spectrum at release

Correct Correct
Acceptance Rejection
[k/ 333 |l /p/ 952 [t/ 90.4
/g/ 66.6 /b/ 57.1 [d[90.4
Averaged Spectrum
Correct Correct
Acceptance Rejection
/k/ 476 | /p/ 619 [t/ 85.7
/g/ 52.3 /b] 476 [d]66.6
k-Averaged Spectrum
Correct Correct
Acceptance Rejection
/k/ 65 /p/ 61.9 [t/ 76.2

ferences between the maximum peak
amplitudes in the different frequency
ranges examined. In each attempt we
defined a set of acoustic features hased
on these comparisons and tested this
set of features on the consonants in or-
der to verify if it accepted the conso-
nant under examination and rejected
the others. The final results of this trial
and error process are the following set
of acoustic attributes for each place of
articulation:

Velar amplitude attributes: )
al) The differences between the maxi-

mum peak in the 0-2kHz and the max-
imum peak in the 4-6kHz frequency
ranges must be lower than 2dB;

b1) The differences between the maxi-
mum peak in the 1-7kHz and the max-
imum peak in the 0-2kHz frequency
ranges must be greater or equal to 9dB;
c1) The differences between the maxi-
mum peak in the 3-5kHz and the max-
imum peak in the 4-6kHz frequency
ranges must be greater or equal to 0dB;
d1) The differences between the maxi-
mum peak in the 3-5kHz and the max-
imum peak in the 5-7kHz frequency
ranges must be greater or equal to 0dB.

Labial amplitude attributes: .
a2) The differences between the maxi-

mum peak in the 0-2kHz and the max-
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results show that the amplitudes of the
peaks in the spectrum computed dur-
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Table 5. Amplitude feature-matching
results for alveolar consonants.

Table 6: Template-matching results ob-
tained using the Blumstein and Stevens

Table 3: Amplitude feature-maiching
results for labial consonants.

Table 4: Template-matching results ob-
tained using the Blumstein and Stevens

diffuse-falling

template.

/b] 57.1

Spectrum at release
Correct Correct
Acceptance Rejection
/p/ 38.1 | /k/95.2 [t/ 66.6

Jg] 904 [d/85.7

Averaged Spectrum

Correct Correct
Acceptance Rejection
/p/ 619 || /k/ 100 /t/ 90.4
/b/ 66.6 /g/ 90.4 /d/80.9
k-Averaged Spectrum
Correct Correct
Acceptance Rejection
/p/ 323 || /k/ 100 Jt] 85.%

imum peak in the 4-6kllz frequency
ranges must be greater than 1dB:

62) The differences between the maxi-
mum peak in the 1-7kHz and the max-
imum peak in the 0-2kllz frequency
ranges must be lower than 9d13;

c2) The differences between the maxi-
mum peak in the 1-3kHz and the max-
imum peak in the 5-Tkllz frequency
ranges must be greater than 8dB.

Alveolar amplitude attributes:
@) The differences between the maxi-

mum peak in the 1-3kHz and the max-
imum peak in the 5-7kllz frequency
ranges must be lower than 9dB3:

63) The differences between the maxi-

imum peak in the 0-2kHz frequency
ranges must be lower than 10dB;

¢3) The differences between the maxi-
mum peak in the 3-5kHz and the max-
imum peak in the 4-Ckllz frequency
ranges must be lower than 0dB;

d3) The differences between the maxi-
mum peak in the 3-5kHz and the max-
imum peak in the 5-TkHz frequency
ranges must be lower than 9dB.

The set of acoustic attributes de-
fined above are the same both for
voiced and voiceless consonants. How-
ever, for voiced consonants we have to
changes the 0-2kHz and 4-6kHz fre-
quency ranges to 0.8-1.5kllz and 3-
5kHz respectively. These frequency
changes can be justified considering
that in order to allow vocal-fold vibra-
tions during the production of voiced
consonants the larynx is lowered, the
pharynx is expanded and the walls of
the vocal tract are compressed. This
could cause small shifts in the vocal
tract resonances such as a lowering in
frequency.

Results

We used the set of features de-
fined above and the templates de-
fined by Blumstein and Stevens [1] and
we tested their discrimination perfor-
mances. We obtained the results re-
ported in the tables. These preliminary

ing the first 10 msec after the release

Spectrum at release Spectrum at release and in the k-averaged spectrum can be diffuse-rising template.
Correct Correct Correct Correct used to discriminate among the voice- Spectrum at release
Acceptance Rejection Acceptance Rejection less consonants /p, £, k/ (see tables 1. 3, Correct (ft')rref:t
/p/ 33.3 /kf 95.2 [t/ 100 Jt/ 90.4 /k/ 809 /p/ 333 5). What is mostly useful to discrimi- Acceptance Rejection
/b/ 66.6 /g/ 100 /d/95.2 /d/ 80.9 /9/ 100 /b/90.4 nate /p/ from [k/ is the property a2 /1] 42.8 /k] 476 [p/ 38
Averaged Spectrum Averaged Spectrum {even though also 42 plays an impor- /df 52.3 /g9/ 61.9 /b/30.9
Correct Correct Correct Correct tant role) whereas ¢2is mostly useful to Averaged Spectrum
Acceptance Rejection Acceptance Rejection discriminate /p/ from /t/. The prop- Correct Correct
/p/ 904 /k/ 100 [t/ 90.4 /t] 85.7 /k/ 952 /p/ 90.4 erties that allow to discriminate /k/ Acceptance Rejection
/b/ 57.1 /g/ 100 /d/100 /d/ 66.6 /g/ 90-4 /b/90.4 from /p/ are al, b1, d1, whereas /k/ is /4] 714 J/k/ 714 [p/ 85.7
k-Averaged Spectrum k-Averaged Spectrum successfully distinguished from [t/ by /df 42.8 [g/ 571 [b/85.7
Correct Correct Correct Correct b1. The opposite of a2 (a3) is mostly k-Averaged Spectrum
Acceptance Rejection Acceptance Rejection used to discriminate between /t/ and Correct Correct
/p/ 904 || /k/ 1060 [t/ 100 [t/ 952 || /k/ 904 [p/ 95.2 /p/ and the opposite of b1 (b3) is used Acceptance 'I_{ejection
mum peak in the 1-7kHz and the max- to discriminate between /{/ and /k/. [t/ 61.9 /k/ 70 [p/ 90.4

This information can be used to de-
fine an automatic algorithm which dis-
criminates successfully among /p,t,k/.
Using the Blumstein and Stevens tem-
plates on the same data (see tables 2, 4,
6) the discrimination performances are
less good in most of the cases. This
result is expected in the case of the
alveolars because of the different point
of constriction of Italian /t,d/ with re-
spect to American /t,d/. However, the
results for labials and velars does not
seemn to be better suggesting some lan-
guage specific influences on the gross
shape of the spectrum.

In the case of voiced consonants,
the set of attributes defined above can
be used to identify /g/ and to dis-
criminate /g/ from /b,d/ (at the re-
lease). However, for /b, d/ similar infor-
mation does not identify the two conso-
nants, even though they discriminates
/b/ from [g,d/ and /d/ from /b,g/.
In such cases, information about for-
mant transitions is required. The voic-
ing, which is always present in Italian,
causes pressure fluctuations that lead
to variability in the peak amplitudes.

With regard to the particular spec-
tra computed it is possible to say that,
in the case of voiceless consonants, the
better performances of the acoustic at-
tributes defined above and the Blum-

stein and Stevens template are ob-
tained when the spectra during the first
10 msec after the release and the k av-
eraged spectra are used for the compar-
isons. These spectra seem more useful
to retain information about amplitude
features. The spectra at the release re-
tain more information about the ampli-
tude attributes of voiced consonants.

These results are restricted to the
consonants in the /i/ vowel environ-
ment. We will test the set of acoustic
attributes defined in this paper to the
consonants in the other vowel environ-
ments. We expect that there will be
changes in their definition in order to
improve their performances in the other
vowel environments.
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ON THE PHONETIC INTERPRETATION OF THE
YORUBA TONAL SYSTEM

Akin Akinlabi
Rutgers University

ABSTRACT

Yoruba is a tone language, with
three lexically contrastive levels H(igh),
M(id) and L(ow). Various phonolog-
ical and phonetic properties of these
tones are explained in terms of the view
that M is phonologically unspecified
and .that adjacent H and L join to form’
“derived pitch accents,”

BACKGROUND

_ quuba has three phonemically dis-
tinctive tones—H(igh), M(id), L(ow).
H occurs In word-initial position only
in .(marked) consonant-initial words
which reveal an implicit initial vowei
whe.-n. preceded by another word in a
genitive construction. Most nouns and
adjectives start with a vowel, which is
L or M but not H. Except for these mj-
nor tonotactic restrictions, any lexical
vowel can have any one of the three
tonal specifications, There are no y v
derlying tone glides, i

ra H ] ra M ra L

to vanish” | “to ryp» “to buy”

oko oko MM oko ML
f‘husband” “vehicle”
ilu LM ilu LL
“opener” “drum”
kese HM pako HL,
place-name “chewing stick”

Thus Yoruba i
presents itself -
;ia.mentally tonal Ianguage, i?ls \if}fllll:h
onal featyres have a lexical distribu-

tion about as free
as th
phonological featuren. at of any other

M does not, Thus in the ca;

Mark Liberman

University of Pennsylvania

followed by a vowel-initial object, one
of the two adjacent vowels obligatorily
dﬁeletes. The tonal consequences ar
simple to calculate if we assume that

M is just the name for lack of tone—.

then all “real” tones remain stable un-
der vowel deletion.

(1) a wa(H) + eko(LH) =
look (for) education
weko (H LH)
look for education

b. mu (H) + iwe (LH >
take book
muwe (H LH)
take a book

¢ jo(M) +aje(LH)=>
resemble  witch
Jjaje (LH)
resemble a witch

d. sin (M) + oku (LH) =
bury dead (body)
sinku (LH)
bury the dead

SOURCE OF DATA

There have been several earlier in-
strumental studies of Yoruba tone (e
8}, (14, [6], [4], [5]). In order to ap
ply to Yoruba the scaling technique
previously applied to English in {§]
and to Igbo in (9], we devised 78
quuba phrases exhibiting an appro-
priate range of tone sequences, with
texts that avoid consonants likely to in-
terrupt or strongly affect F0. These
phraseg were read a total of 18 times
Eaci)}; SIX In each of three pitch ranges,
ry ree natlveAYOruba speakers. Pitch
ange was varied by instructing the
(sipeaker, In each utterance, to ad-
lorce;: one of thr.ee (imaginary) inter-
: thors, placed Immediately adjacent
© the speaker, across the room, or out
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the door and down the hall. Within
each recording session, the list of
phrase/pitch-range combinations was
randomized.

In this paper, space does not per-
mit us to report fully on this experi-
ment or to discuss its relation to pre-
vious work. Instead, we will focus on
three key points and a general conclu-
sion that is suggested by them.

TIMING OF TONE GLIDES

As was first noted in [15], Yoruba HL
and LH sequences postpone the falling
or rising FO glide to the second sylla-
ble. By comparison, the transitional
glide for sequences involving M (HM,
ML, MH, LM) occurs significantly ear-

lier.

Figure 1 shows the F0 tracks for the
initial LH sequences in the six narrow-
pitch-range repetitions of orinlami
lémi “I am Orunlami”! as produced by

one male speaker.

LH (narrow pitch range): Time 0 at end of medial /r/

200

180

80 \/\

Q15 01 005 0 005 0l 0I5
Figure 1

Figure 2 shows the initial LM se-
quences in six wide-pitch-range repeti-
tions of orunléye lémi “I am Orunl-
eye,” produced by the same speaker as
in Figure 1. In both Figure 1 and Fig-
ure 2, the x-axis presents time in sec-
onds, with zero set at the opening of
the /r/ in each utterance, while the y-

i

'All examples in this paper use the stan-
dard Yoruba tone marking convention, accord-
ing to which H is marked with an acute accent,
L with a grave accent, and M with no accent.
Vowels with a dot underneath are non-ATR.
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axis shows I0 in Hz.
LM (wide pitch range): Time 0 at end of medial i/

210

215 01 005 0 005 01 0I5
Figure 2
This postponement of the HL and
LH glides in Yoruba is a well-
established fact. Our contribution is to
compare it systematically to HM, ML,
MH, LM glides across pitch ranges, and
to verify the stability of the difference
under this manipulation.

TONE DISSIMILATION

In Yoruba, H is raised before L (as
opposed to before M), and L is lowered
before H (as opposed to before M). The
raising of H before L has been cited in
(2], [4], [5]. The lowering of L before H

is (we believe) a new observation.

Table 1 exemplifies the raising of H
before L, by showing the means and
standard errors of peak FO measure-
ments in each of the three pitch range
conditions, for one of three subjects.

narrow middle wide
mean H/ ML 125 154 250
standard error 3.2 8.8 2.6

mean H/ LM 143 182 287
standard error 3.3 7.0 2.9

Table 1

For evidence of the lowering of L
before H as opposed to before M, see
Figure 3, which plots the relationship
of successive L tones in the sequences
HLHLM (plotted with squares) and
HLHLH (plotted with pluses).

When both L tones are followed by
H, the second L tone is considerably
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lower than the first. This is consistent
with the general expectation of down-
drift in such sequences; dissimilatory
lowering applies to both L tones in this
case. When the first L is followed by
an H, while the second L is followed
by an M, the expected downdrift effect
is almost completely nullified. This is
because the first L is lowered because
it is in an LH sequence, while the sec-
ond L does not experience this effect.
Thus dissimilatory lowering of the first
L, and downdrift lowering of the second
L, leave them at about the same level.

Exempitfication of L-before-H lowering

- - HUHLM
e 4 © HUWH
1 L
H .
R et ., A
2 o . °
o] -
oo
o o o
5} :," ° N
°° o
9 ©
® e me  me  me o .
N-!wrbv-uu‘:.g...“_
Figure 3
DOWNDRIFT

Since [16] and [13] it has been up-
derst:ood that the tendency of pitch to
fall in the course of phrases in tone
language like Yoruba is not a sort of
ghrasal Wave on which tonal ripples
.rlde, but rather is connected specif-
ically with alternating high and low
tones. Sequences of like tones, espe-

cially H tone se .
quences, remain m
or less level. ’ ore

Since [2], it has been know i
Yoruba, this downdrift does n(i L})I(:ZI:S
to sequences in which H or L alternate
with M (HMHM. . . or MLML...). At
least, Phe amount of downtrend ié I;luch
lower in these latter cases,

For a quantitative icture o i
ferer}ce between the gmount (Eft}]]::v\:tf-
Ing in HLHL vs. HMHM or MLML
see Fxgl.lre 4. Here we show the re’
lationship between adjacent Fo max:
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ima in the sequences HLHL (plotted
with squares), HMHM (plotted wit
pluses) and MLML (plotted with tsj.
angles). The x-axis gives the average
height of the two FO maxima, while
the y-axis shows the difference betweey
them. In the case of HLHL, this dif
ference is about 15-35 Ha., showing
a healthy amount of downdrift, the
tonally-conditioned effect that has been
called “catathesis.” In the case of
HMHM and MLML, the difference is
about 5-15 Hz., perhaps reflecting the
more general downtrend sometimes dis-
tinguished as “declination.”

Downdrift (HLHL) and Declination (HMHM, MLML)

g’ N T

3 8 e a o
2 ° o8 ° ::
o "

- A--::‘P::::Ammn? =
Figure 4
PHONOLOGICAL
REPRESENTATION

The postponement of HL and LH
tone glides in Yoruba has been treated
as a case of tone spreading: an HorL
associated with a given syllable comes
to be simultaneously associated with
the following syllable iff the following
syllable bears the opposite tone. This
account offers no motivation for the
circumstances of the spreading: why
should a tone spread to the following
syllable if and only if the following syl

lable is already specified for (a differ-
ent) tone?

) We suggest that the motivation is
simple. HL and LH tone glides are
phonologgcally and phonetically nat-
ural entities, just as CV syllables
are. Yoruba tone spreading is exactly
analogous to the re-syllabification of
a syllable-final consonant to fill the

ICPhS 95 Stockholm

empty onset of a following onsetless syl-
lable. Thus Yoruba tone spreading is a
natural process because it forms cog-
nitively favored structures. There are
various plausible ways to express this
notion formally, for which space is lack-
ing here.

This idea says, in effect, that Yoruba
forms “derived pitch accents” out of
adjacent HL and LH tones. Although
this does not in itself explain tonal dis-
similation and the special status of HL
or LH sequences in downdrift, it sug-
gests a direction of research by connect-
ing them to comparable phenomena in
Japanese and other languages.

Japanese accent is interpreted (e.g.
by [10] as a lexically-specified HL
sequence that functions as a unit.
Catathesis is triggered only by accents
in Japanese according to [11]. Each
accentless “minor phrase” has an (un-
grouped) H and L tone pair, but ac-
centless sequences rise and fall with
only a small amount of declination.
Japanese accentual H is higher than
non-accentual H (“accentual boost”)
according to [7], even though Japanese
accent is not stress-like, does not cause
greater segment durations, and is not
considered a strong position for align-
ment with music.
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A REPRESENTATIONAL BASIS FOR MODELLING
ENGLISH VOWEL DURATION
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_ ABSTRACT

This paper proposes a representational
basis for modelling the durational
behavior of syllable nuclei in General
American English. It examines two
lengthening patterns, one in which all
portions of the nucleus are affected
un;for;nly, and another in which
primarily the beginning and end portions
are affected. On the basis of this distinc-
tion, a classification of nuclei into one-
phone vs. two-phone nuclei is proposed.

1. AN INTEGRATED REPRE-
SENTATIONAL BASIS FOEl:l
PHONQLQGY AND PHONETICS
Our aim in this paper is to present the
broad outlines of a working model of the
phonolqu-phonetics interface, with an
illustration from certain facts of General
American English. Our approach is based
on the premise that phonetics should be
viewed as an essential component of the
theory of grammar, and that as such, it
can be studied in terms of much the sa;ne
type of theqretical modelling that we find
e!sewherg in linguistic theory. In this
view, which received a preliminary for-
mulathn in Clements and Hertz [1], the
phonetic component of a grammar aoes
not consist of descriptions of physical
pattems as such, but involves a symbolic
fepresentational system defined at a level
of some abstraction from physical data.
Specifically, we Propose that the cate-
gorial feature representations of the
phonological level are projected directly
into the acoustic phonetic level, where
they provide the basis for specifyin
acoustic parameter valyes in terms ogf
whg:h speech output can be accurately
modelled. Like phonological representa-
tion, acoustic representation involves
Esﬁa}éﬁi%eg;ﬁggé multitiered arrays of
relz N complex
association. Acoustic repfcsen‘:;ltxqf)lr-lnfii(%f

duration tiers, requj
, Iequired to ac
language- and speaker- Sount for

la specifi -
ities in the acoustic outpl?f B;carﬁg;lvli?lrg

acoustic units to be only partially speci-
fied, we allow rising and falling ramps
between extrema to be modelled in terms
of a target-and-interpolation model [2],
while the use of multiple tiers allows for
the description of regular patterns of
overlap within and across segments. A
fully integrated representational system
gIRS) for_ phonetics and phonology
Incorporating these properties is in the
course of development (see [3]).

This paper illustrates aspects of this
system through a study of formant pat-
tems of selected syllable nuclei in Gen-
eral American English (GAE), a term we
use to designate a set of similar idiolects
having no marked regional characteris-
tics. Linguists and phoneticians have
long d1§agreed on the classification of the
long gliding vowels of words like beat,
boot, bait, and boat, some treating them
as a single segment and others as two.
Researchers have also disagreed as to
whether the liquids in words like bel? and
Bart should be treated as part of the sy
lable nucleus, or assigned to the margin.

We address these questions within the
framcwork of the integrated approach to
phonological and phonetic analysis just
outlined. One component of this ap-
proach is the phone-and-transition seg-
mentation strategy outlined by Hertz 2]
This strategy is based on the view that
speech sounds (“phones”™) are not neces-
sarily adjacent to each other in phonetic
Tepresentations, but may be separated
from each other by time intervals (“tran-
sitions”) during which the articulators
(lips and tongue) move from the target
configuration appropriate for one sound
to that appropriate for the next. Phones
appear on spectrograms as the time inter-
vals that correspond to such target
configurations, while transitions are the
time intervals that connect them.

Following these assumptions, we may
Tepresent the acoustic structure of an
utterance as follows. The root nodes of
the phonological representation constitute
the phone tier of the acoustic represen-
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tation. Root nodes dominate duration
values on a duration tier, whose function
is to assign each phone a certain duration.
Between any two root nodes having
different oral tract places of articulation
we introduce transitions, formally repre-
sented as duration values unlinked to root
nodes. Duration values dominate appro-
priate acoustic parameter values on
further tiers (FO, F1, F2, aspiration,
voicing, etc.). These values can serve as
a basis for interpolation across segments
unspecified for these parameters.

We illustrate this model with a partial
representation of the first two syllables of
the word okapi as spoken by SRH, con-
taining a velar stop [k] with different F2
values at its left and right edges. (RT=
root tier, DT=duration tier, F2=F2 tier.)

RT: o k a
VR !
DF: 70 15 0 75 0 65 100

i | 1 |
F2: 1000 880 1600 1500

This graph represents a pattern with (i) a
70-msec F2 steady state at 1000 Hz char-
acterizing the [o], (ii) a 15-msec transi-
tion to the [k] during which F2 falls con-
tinuously to a target value of 880 Hz, (iii)
a 75-msec period of silence during the
[k], (iv) a 65-msec transition to the [a]
during which F2 falls from 1600 Hz to
1500 Hz, and (v) a 100-msec F2 steady
state at 1500 Hz characterizing the [a].
This representation treats this [k] as a
“contour phone”, analogous to the
contour segments of phonology.

2. DURATIONAL ASPECTS OF
ENGLISH SYLLABLE NUCLEI
With this background, we report on a
preliminary study of a variety of syllable
nucleus types in GAE. Our goal is to
find out whether their durational behavior
can help us decide whether a given
nucleus consists of a single unit or two.
It is well known that GAE syllable
nuclei are often lengthened before voiced
obstruents, especially phrase-finally [S].
What is less well understood is whether
all nuclei lengthen in a uniform manner,
or whether they show different patterns
of lengthening. Our hypothesis is that if
GAE contains a distinction between one-
segment nuclei and two-segment nuclei at
the phonological level, this distinction
might be reflected in different patterns of
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lengthening at the phonetic level. Such
differences, if they exist, might help to
answer the questions concerning the
analysis of GAE nuclei raised above.

To test this hypothesis, we collected
data on four sets of paired monosyllabic
words differing only in the voicing of the
final consonant: bit/bid, bait/bade, bitel
bide, felt/felled. One female and three
male speakers of GAE were recorded; we
report on data from one of the latter
(GNC) here. Each test word was pro-
nounced in the frame say ___ for me, and
the full sequence was repeated ten times.
Recordings were digitized at 16 kHz and
analyzed by means of the CSRE formant
tracker. Aberrant values were discarded,
accounting for the occasional gaps in the
formant tracks. Segmentation was car-
ried out mainly on the basis of second
formant (F2) tracks, since we have found
these to provide the most consistent basis
for analyzing the temporal properties of
vowels and diphthongs.

Representative F2 tracks are displayed
in Figure 1. All graphs are reproduced at
the same scale. Each one displays an
overlay of F2 tracks extracted from the
first five tokens of each word. The ordi-
nate represents formant frequency in Hz,
and the units of the abscissa represent 8-
msec time intervals. Overall, we see that
all items were produced with consider-
able consistency from token to token.

All pairs in Figure 1 have rising or
falling F2 ramps, showing that they are
phonetic diphthongs. The diphthongal
nature of the nucleus of bit/bid for this
speaker is confirmed by the fact that the
F1 track (not shown here) rises as F2
falls, showing that the nucleus ends in a
central offglide. Although discussed in
[3], the difference in formant values at
the beginnings and ends of the nuclei in
these words cannot be attributed to
coarticulation with the neighboring
consonants.

All pairs of nuclei in Figure 1 exhibit
F2 lengthening in their second member.
However, the first and second columns
show distinct patterns. The F2 tracks in
the first column resemble a straight line,
with some examples showing a sharp
drop at the very end. Disregarding these
drops, the tracks can be modelled to a fair
approximation by positing two duration-
less target points at their beginnings and
ends, and perfoming a straight-line inter-
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polation between them. For these diph-
thongs, lengthening does not change the
overall shape of the F2 track, although its
slope is somewhat reduced in the
lengthened form.

The diphthongs in the second column
display a different F2 lengthening pat-
tern. For these diphthongs, lengthening
visibly changes the shape of the F2 track,
especially at the ends. Comparing bite
and bide, we see that the durationless
initial target of bite is replaced by a quasi-
plateau some 80 msec long in bide; its
final steady state is also somewhat
longer. In contrast, the F2 transition
between the initial and final extrema has
about the same duration in both cases (the
sharper rise in bite can be attributed to its
higher final target value). Similar re-
marks hold of the second pair. The
durationless initial target of felr is re-
placed in felled by a steady state approxi-
mately 30 msec long, and the final por-
tion expands similarly (in three tokens,
final F2 values were t90 low in amplitude
to be read). The transitions between
these relatively stable portions have about
the same duration in both cases,

3. DISCUSSION

We propose that these two patterns
can be analyzed as one-segment and two-
segment diphthongs, respectively. Note
first that the nuclegs of bit/bid is uncon-
troversially a single vowe] at the phono-
logical level, while that of felt [felleq just
as clearly constitutes 3 two-segment se-
quence. We can explain the fact that the
nucleus of bait/bade patterns with that of
bit/bid by treating them both ag one-
Segment nuclei, and the fact that bite /bide
patterns with felt/felleq by treating both
as two-segment nuclei, Ipy addition, if we

“cor_xtour” phone [k] in pkg i, obse
earlier. Typical values fof the [er]v%%
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bade, for instance, are shown below:
RT:

00
!
F2: 1600 1850

/
DT: 01
|

The representation of [1] differs from
that of [¢ ] both in its choice of F2 values
and in the fact that its root node is linked
to one, instead of two positions on the
phonological skeleton (not shown here),

The nuclei [ay] and [el], in contrast,”

are analyzed as phone sequences, as
shown below for the [ay] of bide:

RT: a Y
i |
DT: 80 70 20
| |
F2: 1030 1670

Given these analyses, we may state the
following generalization: lengthening
before voiced stops affects all phones
within the syllable nucleus, but affects
the transitions between them little, if atall
(see [2], {31, (4] for fuller discussion).
We can directly explain the fact that [I]
lengthens in felled by considering that it,
too, belongs to the syllable nucleus.

These preliminary observations are
offered in illustration of our approach to
the study of the phonetics/ phonology
interface. Our current project is to exa-
mine a fuller set of data, involving further
nucleus types, more contexts, and other
Speakers, in order to determine the
generality of these observations, and re-
fine and improve them as necessary.
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ABSTRACT

The main aim of this contribution is
to enlighten the phenomenon of regres-
sive assimilation of voicing (RVA), re-
ferring especially to Afrikaans and
Tswana Afrikaans. The strong interre-
lationship between negative VOT val-
ues on the one hand, and RVA on the
other hand is being pointed out, using
production experiments. In conclusion,
we speculate on the possible explana-
tions of the results and the theoretical
implications thereof. We suggest a
clear interrelationship between hard

core phonetic and abstract phonologi-
cal considerations.

INTRODUCTION

The phenomenon of assimilation of
voicing has been researched extensively
in the case of the Germanic languages
Dutch [1, 2] and Afrikaans [3,4]. Few
cross-linguistic studies (with the ex-
ception of Van Dommelen [5] and
Elshout [6] in the case of Dutch and
German) has been done, and not much
is knowp about the possible phonetic
causes either. Van Dommelen [5] im-
plies a causal role of negative voice on-
set time (-VOT) in the case of regres-
Sive voicing  assimilation (RVA) in
Dutch. In this contribution we will test
this hypothf;sis cross-linguistically, and
present preliminary results which could
Serve as a starting point to fjl| this gap
1n our knowledge. We will concentrate
on Afrikaans L1 as well as Afrikaang
L2 (of Tswana speaking persons, '

We will also refer to a
(mamly) European languages
. Assimilation of the type given in n
18 very common in many languages:
(I)A'I;y_;i(e 1 languages:
rikaans: o/pd/aag — [,
Dutch: a/sb/akg - ?[l[gl])?:]%

Other languages inclug i
Russian French, and Spani:ﬁg{unganan

hen an underlying voiceless con-
sonant precedes z voiced consonant
"

the first (C,) assimilates as to voiced-
ness to the second (C;). This is calleg
regressive assimilation of voice, or re.
gressive voicing assimilation (hence-
forth RVA). Both English and Germa
are absent from this list of languages
(cf. Roach [7] for English, and Elshout
[6] for German). Instead, these lan-
guages both prefer progressive voicing
assimilation (PVA)®, as in ).
(2) Type 2 languages:
English: it i/z/ — it[s]
German: au/fd/em — au[ft]em
It is a puzzling fact that languages
such as Afrikaans and Dutch are being
characterized by the existence of RVA
of Type 1, but that this type of assimi-
lation is absent in the related English
and German. In Figure 1 we present
Some measurements of VOT in a var-
ety of languages, serving as a starting
point for discussing the possible rela-
tionship between the presence of nega-
tive VOT values and RVA in any given
language. RVA is known to exist in
the cases of Afrikaans, Dutch, Russian,
Spanish, but not in German or English.
It was tested in this study for Tswana
Afrikaans,

s
2 A b
F & B 2 2 § &

-1%0

Figure 1. Comparison of VOT values
(neg. and pos. - indicated on Y~axis)
fo_r voiced plosives in languages exhi-
biting RVA, i.e. Tswana A { frikaans, Af-
rikaans, Dutch, Russian and Spanish,
In English and German RVA is absent.
ne precise values are (from left to
Tight: -123ms, -117ms, -88ms, 112
ms, -51ms, and German +6ms, English
+dms. Measurements are of one LI
speaker per language. (n-10+).
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The voiced consonants of German
[5] and English {7] are strictly speaking
not voiced, but rather lenis (tense), in
contrast with voiceless consonants,
which are fortis (lax), e.g. [p t k].

In Afrikaans, RVA and PVA (pro-
gressive voicing assimilation), some-
times alternate in a given word (e.g.
se[zd]e / se[stle - "sesde" (sixth)).
Voice assimilation thus is an optional
process in Afrikaans, unlike the situa-
tion in Russian, where it is an obliga-
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tory process. This, together with the
above-mentioned hypothesis, leads to
the expectation that, even in the case of
Type 1 languages, the -VOT has to be
of a certain minimum value in order to
enforce RVA, otherwise either no as-
similation at all will take place, or C;
would be weakened with respect to
voicedness to such an extent that RVA
would be impossible. This was tested
in the following experiments.

- ANALYZE . EDIT = IPA .. MACROS : LOG -

fAnplttude i

1

DA>chi:: DOOR.VOT o 8.84688< - ®B>chi : DIETER.U0a -B.06008< . ... 95>
:a S S e 51 e B
%’. ..... ::
3 2
2 T
3 3
& &
» L L 3 e 5 HAHHR RS
Ritlsitanacatitia s B P E Clppigmnm g HHTHEE
Yine (sec) ™ 8.409 9 .000 Time (sec) 9.491
OD>ch2
DAl

908 -

j initi j ] Brit-
J : ical examples of initial vozcgd (lenis) consonants of
iﬁlg’llfrrfgflshn(,f’r;%zr"”llz %ggow A) and German ("Dieter" in B) with no negaglre I:OT
values, compared to languages with large -VOT values: Tswana Afrikaans ("bee" in
C) and L1 Afrikaans ("Naa[zb]otha" in D).

THE CASE OF AFRIKAANS

One speaker of Afrikaans, known
from a previous experiment (3] to ex-
hibit RVA, was used. The phrase Naas
Botha (name and surname) was read 50
times at a fast but comfortable rate. The
words sesde, elfde and liefde were read
ten times each. In all of these words
both RVA and PVA are possible,
though PVA would be expected to oc-
cur rarely in Naas Botha, and more
readily in the former three derivatives
[3]. All instances of the two types of

assimilation were registered. Naas
Botha were pronounced either as
Naafzb]otha (RVA) or as Naa[sblotha
(no  assimilation), but never as
Naa[splotha (PVA). See Figure 2 (D)
for an example of RVA. The words
sesde, elfde and liefde exhibited either
PVA or RVA, or no assimilation at .all.
C; consonants were isolated and their -
VOT durations measured, using the
CSL speech editing system of KAY.
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Results

Table 2. Values in milliseconds (ms) of
negative VOT (-VOT) of Cz([b) a the
Afrikaans phrase Naas Botha. Ranges
of values are also mentioned in brack-
ets.
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(One L1 Afrikaans speaker) | C; (-VOT)
RVA (C=[z]) (33 cases) 80 (40-122)
No ass. (C,=[s]) (17 cases) | 48 (15-83)

There is a statistically highly signifi-
cant difference (p= 0,000003) between
the -VOT values involved in RVA (80
ms) and those of C's not involved
(48ms).

Table 3. Values in ms of negative
VOT of C, ([d]) in Afrikaans sesde,
elfde and liefde. Ranges of values are
also mentioned in brackets.

(One L1 Afrikaans speaker) | C; (-VOT)
RVA (Cy=[z]) (14 cases) 52 (0-75)
No ass. (C,=[s]) (2 cases) 33 (16-49)
PVA (C2=[t] (10 cases) 7 (0-65)
There is a statistically highly signifi-

cant difference (p = 0.007) between the
-VOT values involved in RVA (60ms)
and those of Cy's not involved (33ms).
In two of the RVA cases a VOT value
of 0 was found, the rest alternated be-
tween 45 and 75ms (see Discussion).
There is a definite tendency for the -
VOT's to shorten progressively from
PVA through No Assimilation to RVA
This also goes for the durations of C..
but in reversed order: ([s] in PVA =
63ms and in No Assimilation = 60ms: in
RVA [z] = 51ms). Both these tenden-
Cies are consistent with results of ex-
penments on RVA so far [3]. For the
significance of the results in broader
perspective, see Discussion.

'IHECASEOF'ISWANAAFRIKAANS
hFour male Tswana speakers, all of
whom were competent speakers of Af-
rikaans (their second or third language)
were asked to repeatedly read a few
sir;tences, among others, containing the
?"c :ftisinil; g::tk“)(ul think") and mos day
, at a comfortabl
gx\xlt of the 320 possible instange;atgi'
VA, the subjects assimilated 247 time;
(either efgdink or mofzd]af) 4§
phrases were not taken into account
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due to mispronunciations, yielding only
31 instances which were in fact not s
similated regressively (i.e. a mean of
89% RVA's, ranging from 77% to 95%
for the four subjects). When taking intg
account the fact that Tswana is chara.
terized by strong -VOT values (123ms
in the case of the above-mentioned sub-
ject - see also Figure 1 (C) for a wave
form example), these results clearly
support the hypothesis postulated. (See
next section for discussion)

DISCUSSION

1t is quite clear that there is a direct
relation between the presence of negs-
tive VOT's in C; consonants and the ap-
pearance of regressive voicing assimilz-
tion in the languages studied or refered
to in this contribution. The question is,
however, what kind of a relationship
this is. More specifically: are large -
VOT values a prerequisite for RVA 1o
surface in any given language? The
strong presence of RVA in Tswana Af
rikaans certainly is an indication that this
is the case, especially when taking into
consideration the fact that RVA is not
possibility in Tswana itself, because of
the total non-existence of the relevant of
Ci+C; combinations - Tswana has
mainly a CVCV syllable structure. The
statistically significant difference be
tween the -VOT values in the case of
Naas Botha" involved in RVA (52ms)
and those of C;'s not involved (33ms) in
the case of the first experiment on Afii-
kqans(see Table 2) strongly supports
this hypothesis. The same goes for the
second Afrikaans experiment (Table 3)
The magnitude of -VOT's in the latter
Instance (52ms for RVA, 33ms for No
Assupnlatnon, and 7ms for PVA) surely
highlights the plausibility of the hy-
pothesis that the low-level phonetic
VOT values does indeed interrelate with
the presence or absence of voice assini
lation in the languages under considers-
tion (and perhaps in any given lan-
guage). On the other hand, the presence
of two Oms values involved in RVA (s¢¢
Table 3 and accompanying text) sug-
gests that this explanation cannot be ab-
solute. A possible explanation lies ona
mental level. Speakers of languages
characterized by large negative VOT
values sometimes might not actually

produce voiced plosives distinguish
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by -VOT's large enough to further
RVA, but such speakers might neverthe-
less be directed by the tacit knowledge
of, in this case, the presence such large
negative VOT's typically of their lan-
guage, be it actualized in particular in-
stances or not. Such an explication
implies a clear interrelationship between
hard core phonetic and abstract pho-
nological considerations.  This, how-
ever, is merely a suggestion, which has
to be followed up. The optionality of
this phonological process in languages
such as Dutch and Afrikaans, as well as
the fact that males are more inclined to
assimilate regressively that females [1]
have to be accounted for in subsequent
studies of this nature.

As to the presence of RVA in Tswa-
na Afrikaans, this cannot be explained in
terms of Natural Phonology (as was
suggested by some e-mail reactions per
Linguist List). According to Stampe
[8] processes such as voicing assimila-
tion are found in the speech of children
universally and have to be unlearned for
those languages which violate them.
More in particular, Natural Phonology
(NP) posits a set of innate, vocal tract
physiology-driven phonological natural
processes, of which RVA would be one.
However, vocal tract physiology has to
be (very much) the same for all humans,
so that it is highly unlikely that the vocal
tracts of German and Dutch speakers,
for instance, would differ to such an
extent that RVA will be present in the
latter language but absent in the former.

Neither can NP explain the alterna-
tion of RVA and PVS (and, in fact, no
assimilation) as is the case in the Affi-
kaans words sesde, elfde and liefde (see
Table 3).

According to Universal Grammar
[9], each language may fix the VOT pa-
rameter differently. UG, however, was,
up till now, restricted to syntax. An-
other possibility is that large negative
VOT values simply evolve in certain
languages but not in others, due to un-
known factors.
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ABSTRACT

This paper describes some of the
phonetic characteristics of palatalisation
and non-palatatisation in Tundra Nenets,
Targue that palatalisation is best treated
as a prosodic property, with implications
for place and manner of articulation,
manner of release of secondary stricture,
and tongue body shapes. The categories
¥y and w are set up as terms contrastive
over CYV structures, and exponents are
stated for them in the manner of the
Firthians [1, 2, 3].

INTRODUCTION

Tundra Nenets is a language of the
Nenets (formerly known as Yurak)
subbranch of the Samoyed branch of the
Uralic family, and is spoken by approx.
25,000 people in an area of tundra in
Arctic Russia and Siberia. There are-
three dialect groups, of which the
Eastern one is exemplified here.

The material Presented in this paper
was collected from Anastasia Lapsui, a
'Nenets woman who comes from Nyda
in Yamal Nenets district, part of the
Russian federation, She works as a
foreign correspondent in Helsinkj,

TRADITIONAL ACCO
PALATALISATION INUIlzggEQTl;

There are essentially two accounts of

palatalisation in Nenets. The firg one

typified by Décsy (4], treats

palatalisation as a property of
consonants: relevant consonants have
palatalised and non-palatalised forms,
Décsy sets up a system of seven vowels,
of which /i e @ 0 W/ occur after
palatalised consonants and /i e a 2 01/
after non-palatalised consonants.

In the other account of palatalisation,
adopted by Collinder [5], two groups of
vowels are set up, one of which invokes
palatalisation. Palatalisation under this
analysis is an allophonic property of
consonants in conjunction with any on
from a set of five vowels.

PALATALISATION AS A
SYLLABIC PROPERTY

The traditional descriptions of Tundra
Nenets contain the following
weaknesses:

* they do not give any detail aboul
what the phonetic implications of ‘non-
palatalised” consonants are;

* they do not describe in any detail
the relationship between the presence or
absence of palatalisation and the
accompanying off-glide as the secondary
articulation s released.

*  they arbitrarily assign palatality
as a property of consonants or vowels.

Table 1 contains some impressionistic
Tecords, which were checked for
accuracy by analysis of the speech with
@ sound spectrograph. Particular
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attention is drawn to the resonance
properties of the syllables, and the ways
in which portions of consonantal
constriction are connected to vocalic
portions. The records were not made
with the intention of recording stress,
intonation nor duration in any detail.
Syllables can be described as overall
more front or more back; and sometimes
the frontness or backness is dynamic
rather than static, giving rise to vocalic
portions of changing qualities on the
front-back dimension (exx. 4, 9, 13).
Note also that fronter syllables
frequently contain consonants written
with palatal symbols, such as [c n £ j]
(exx. 9, 16, 18), which imply
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articulations made with the tongue blade
rather than the tongue tip. Fronter
syllables also typically contain closer

vocalic portions than backer ones.
[s] is followed by vowels of rather

front quality (eg. 21), but [s'] has a very
noticeable palatal off-glide (eg. 19), and
when final in the utterance frequently
sounds ejective as the secondary
articulation is released. Other apico-
dental sounds also are followed by front
vowel qualities (exx. 2, 3).

For many of the backer items, the
degree of constriction for the
‘secondary’ velarising articulation is
quite close, sometimes even giving the

percept of complete dorso-velar closure.

Table 1. Some impressionistic records of Tundra Nenets.

1. m¥ad23 his hammer 2. mYan23 paw

3. m¥ede his foodstuff 4. m¥¥én3kil seemns to be there
m¥gdae

5. m¥wi*d2 his foodstuffs 6. mgB323na323  broke something

7. madagsi! present (n.) 8. ploBepakil seems to fight

p'>d2'gaki!

9. Kea8%1e trembling 10. (@)I¥ek™ lazy

11 I"¥3pgaré metal button, stud ~ 12. Aiv¥er¥ta bushy (tail)

13. MWRGYs his bones 14. ni:3°3 his friend

15. p¥al¥ii sword 16. cu: sleeve

17. tqe¥it elder wife 18. neblef mother

19. slan¥ufli piece (in drafts) 20. t*u?" fire

21. saGpe magpie 22. jak™o it itches

There is a mutual dependency
between the consonantal and vocalic
articulations of Tundra Nenets syllables.
The most satisfactory approach to
dealing with palatalisation in Nenets is to

treat it as a prosodic feature contrastive
over the whole CV ‘piece’. (‘Piece’ is a
Firthian term, meaning an indeterminate
amount of phonological material, [6].)
Fig. 1 shows in graphic terms what is
proposed.
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Figure 1. Proposed treatment of
palatalisation in Tundra Nenets.

Oy

C A%

The opposing term of y (which
stands for ‘palatalisation’) will be
labelled -y (‘non-y’).

This statement has the advantage that
Y vs. vy alternations, which are an
important part of Nenets morpho-
pholonogy [4, 7}, can easily be handled.
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Furthermore, the number of C andV
terms which commute in y pieces is
different from the number which
commute in —y pieces [7]; thus s
structural motivation for this form of
statement also exists.

PHONETIC EXPONENTS OF
PALATALISATION IN NENETS

Table 2 gives a summary of the
phonetic exponents of y and -y
according to place of articulation of the
exponents of C.

Table 2. Summary of the exponents of y and —y.

exponents of y

overall fronter quality of the syllable
With bilabial con:

Open approximation of tongue body in
palatal region, close and front in the
mouth; maximal closeness timed to
coincide with any complete closure;
rather quick release of palatal gesture,
Fronter subsequent vocalic portions;
relatively closer vocalic portions ’

With tongue-front con ion
Articulations made with ton ue bl

ad
and prgdorsum, with the tgngue ti;
down: fj ¢ n £]; followed by a palatal
off-glide [s];
momentary articulations made with
tongue tip against the upper teeth, atrtllg

the tongue bod
y close
followed by palatal glide and front,

- ——————————  ______ Backer subsequent vocalic portions.

exponents of —y
overall backer quality of the syllable

With bilabial constriction

Open approximation of tongue dorsum
at velum, which is rather slowly
released, giving backer and generally
more open vocalic portions.

With tongue-front constriction
Apico-dental articulations accompanied
by central or back resonance; followed
by vocalic portions with generally front
quality;

momentary articulations made with the
tongue tip against the upper teeth and
the tongue body close and back.

With dorsal articulation

E{ther complete dorso-velar closure
with a slow release from velarity, [k
Dl; or more open articulations [x]-
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DISTINCTIVE PROPERTIES OF
THE PROPOSED ANALYSIS

The proposed analysis keeps
phonological and phonetic categories
separate, thus avoiding any pseudo-
phonetics in the phonology. It also
allows the phonology to be accountable
to the phonetics, since without an
accompanying statement of phonetic
exponency, the phonological categories
are meaningless.

The proposed statement gives as the
exponents of y not just ‘secondary’
tongue body gestures, but also the
tongue shapes required to produce the
exponents of the C terms in a y piece,
and correspondingly in a —y piece. This
is done without recourse to statements of
allophonic variation.

By treating y and -y as categories
applicable to CV structures, and by
stating the exponents of y and -y over
the whole consonant-vowel stretch, the
question of whether to allot palatalisation
to the consonant and spread it to the
vowel, or whether to allot palatalisation
to the vowel and spread it to the
consonant, becomes redundant.
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ABSTRACT
Articulatory Phonology unifies the domaing
of phonetics and phonology, linking utter-
ance planning and execution by common
units. of control. It links with the Task Dy-
namic Model of speech production, forming
asmooth data pathway from the most abstract
level to the physical level of articulatory con-
figuration. This paper reviews the need for
refinements to the model and proposes task

supervision to explain some data i
revious|
overlooked. P ¢

AR:ICULATORY PHONOLOGY
rticulatory Phonology was pro,
Browman and Goldstein (1) pazfly }:s)s:: :t)-,
templ to unify phonetics and phonology by
treatl{lg .them as ‘low and high dimensional
descriptions of a single system’ [2]. They
come together by the idea that the constraints
of the }?hysical system underlie the
phonological system, and by making the units
of control at the planning level the same as
thoga at the physical level; Planning and exe-
Cution are seen as more closely related than
in other theories of phonetics and phonology
The plan of an utterance is formatted ag z;
8estural score (see Figs.2and3 forexamples)
which provides an inputtoa physically based
mod?l of speech production the Task Dy-
namic Model [3]. The gestural score graphs

tract variables,

As an example the
. gestural score f
utterance of a single (2] would show thoal; tfl:)i

acertain time the tongue body constrictions
to be in the area of the pharynx and wide, wit
tl'1e velar aperture closed to Pprevent nasalig:
tion, and the glottis closed to promote vocd
cord vibration. Other tract variables may o

_ may not be specified depending on how e
cial they are to the utterance.

The gestural score graphs the utterance
plan — an abstract representation related to
vocal tract movements. Since they are ab
Stract score gestures are correctly represented
as .dlscontinuous. Thus they capture the cog
nitive discreteness of phonological segments
w!*ul.e indicating how they are to be organised
within the plan.

THE TASK DYNAMIC MODEL

In the Task Dynamic Model gestures
have a functional goal, called the rask and
executed by coordinative structures [4]. Co-
ordinative structures are groups of
articulators or their underlying musculature
which are able to internally communicate.
The model derives its phonological perspec-
tive from the expression of functionality,
1s phonetic perspective from the task speci
fication,

_ Within the Task Dynamic Model the in-
dividual tasks are independent of each other,
though they are related functionally in the
gestural score representation, The model’s
dynamic perspective is achieved through the
contr.ol of movement towards the specified
physical goals, The Task Dynamic Model
focuses on the task itself, rather than on the

parts of the articulatory system involved it
executing it.

PLAN.AND EXECUTION

Arl}culatory Phonology seeks to unify
phonetics and phonology though a common
framework and a formal statement of lov
level constraints on cognitive processes. The
constraints are prior conditions on planning;
the planner knows about them in a general
sense before undertaking to score a particular

? tterance. The constraint knowledge base is
ormally static in nature,
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Tatham {5] attempted to show that pho-
netic constraints fall broadly into two types:
those which are obligatory and those which
are optionally contollable. The optionality of
a physical constraint rests in its ability to be
itself limited or enhanced. Constraints which
are not optional are not able to be manipulated
in this way. The recognition of two major
categories of physical constraint on articula-
tion had been proposed much earlier [6].

Some consequences arise from modelling
constraints in this way:

1. the planning mechanism must be aware

that a class of constraint is manipulable;

2. the manipulation takes place at a pho-

netic rather than phonological level;

3. the universal set of linguistically usable

phonetic possibilities is augmented by the

manipulative processes.

Tatham and Morton [7] claimed that the
internal behavioural properties of a phonetic
object (the Task Dynamic coordinative
structure) could be interfered with (re-tuned
in Task Dynamic terms) dynamically during
the course of an utterance. The interference is
planned into the utterance.

RE-TUNING THE PHONETIC
OBJECT

A phonetic object has intemal properties.
That is, much of its realisation is intemally
specified rather than being computed at some
higher level. This object oriented approach is
a major innovation in speech production the-
ory, proposed by Fowler [8] (Action Theory)
at the physical level and Tatham [9] (Cogni-
tive Phonetics) at the cognitive level.

Tatham’s model [10] allows for some dy-
namic adjustment of the phonetic object’s
internal properties. Two purposes:

1. phonological inventory enlargement;

2. dynamic contextual variation.

Dynamic contextual variation is the abil-
ity of the system to vary the precision of the
realisation of a phonetic object dependent on
semantic, syntactic and phonological context.
The clearest example of this is when the
context of a phonetic object significantly af-
fects the probability of perception confusion
— in which case its articulatory precision is
enhanced. There are many examples of this
kind of cognitively determined re-tuning of a
co-ordinative structure [10].

In the next section of this paper, the idea
of supervised, rather than automatic, execu-
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tion of plans is discussed within the frame-
work of Articulatory Phonology and the
Task Dynamic Model.

SUPERVISED PLAN EXECUTION

In this revision of Articulatory Phonol-
ogy speech production planning is concemed
with specifying the Dynamic Speech Sce-
nario. The variability data which formed the
basis of cognitive phonetic theory was incon-
sistent with the notion that the gestural plan
might be carried through from its abstract
level to the physical articulatory level. This
approach only allows for simple, non-cogni-
tively based coarticulatory effects to explain
why unexpected variants of gestures arise.

Although the Browman and Goldstein
theory implies that a carry through is possi-
ble, it does not adequately allow for a basis to
explain the observed articulatory and acous-
tic facts. Because Task Dynamics is not able
to dynamically modify its procedures, the
burden of explanation rests with Articula-
tory Phonology or with an additional
external component. The Task Dynamic
Model performs better if, in addition to an
underlying gestural plan, it receives an input
from an extemnal component with a supervi-
sory role. The supervisory component is
responsible for overseeing the Dynamic
Speech Scenario which will unfold under the
contro!l of the model.

Tatham and Morton [7] argued this point
strongly in the context of modelling the
causes of observed variations in articulatory
precision. The phonological gestural score
cannot, on its own, enable the explanation of
why precision of articulation varies during
the course of utterances. And a-linguistic
coarticulatory phenomena offer no explana-
tion. The coarticulation supervisor was
introduced to allow for predictions derived
from a model of perception running cotempo-
raneously to determine areas of an utterance
requiring increased articulatory precision.

Using an example from the data presented
in [5] we note that in English word-initial [p]
is aspirated (as in a pan) whereas in French
word-initial [p] is not aspirated (as in une
panne). Waveforms of these two utterances
are shown in Fig.1. Articulatory Phonology
would account for these two utterances using
the gestural scores shown in Fig.2.

But such an account resorts to explaining
the long voice onset time following English
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Fig.1. Waveforms of French ‘une panne’ and English ‘a pan’. Note the aspiration in ‘a pan’,
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Fig.2, Unsupervised gestural scores for French ‘une panne’ and English ‘a pan’.
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Fig3. Supervised gestural scores for French ‘une panne’ and English ‘a pan’
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initial [p] as a deliberate and planned event.
Many researchers however have attributed
this aspiration to an involuntary coarticula-
tory effect. But if the effect is involuntary it
cannot be planned in or planned out at a
cognitive level — unless the effect falls into
our earlier optional class of low level con-
straint. And if this the way we might choose
to model we observe then we can only say that
the low level constraint exists as a universal,
but that somehow its effect is partially ne-
gated in French.

The proposal is that the basic gestural plan
for both English and French should be iden-
tical in the case of a pan and une panne in the
relevant parameter (glottal constriction), but
that the French plan be executed under super-
vision to allow for the optional limiting of the
coarticulatory constraint (Fig.3).

Notice that it is no longer necessary to
show the aspiration in the English. In the
same examples we see that likewise it is no
longer necessary to show nasalisation on the
score. A result of introducing articulatory
supervision is that we can leave phenomena
such as aspiration and nasalisation to the
Task Dynamic level — only when these
phenomena are to be manipulated for the
purposes discussed above do we need to deal
with them in the gestural score. But because

_ they are of a special nature (in traditional

terms, not properly phonological) it is neces-
sary to model them distinctly.

CONCLUSION

Articulatory Phonology and the Task
Dynamic Model of speech production con-
stitute a formidable advance in speech theory
which is able to explain much data previously
ignored. They do not handle well, though,
subtle dynamic manipulations at the physical
level during execution. This paper has argued
that there is something to be gained by adding
a cognitive supervisory component to the
planning and physical components of the
model.
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THE PHONETICS OF REDUCED VOWELS IN CHUVASH:
IMPLICATIONS FOR THE PHONOLOGY OF TURKIC
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University of Calgary, Calgary, Canada

ABSTRACT

In this paper, I suggest that vowel
systems with non-high rounded vowels
provide a challenge to speaker-listeners
in both the production and perceptual
domains. This challenge seems to be
particularly marked for non-high front
rounded vowels. I then relate the problem
presented by the existence of such
vowels to morphophonemic alternation
patterns in three Turkic languages.

THE CHUVASH LANGUAGE
Chuvash is a unique Turkic language
spoken in the Chuvash Republic, Russia,
which extends inland mostly along the
south and west shores of the Volga river
where it turns southward some 600
kilometers east of Moscow. There are
about 1.7 million Chuvash speakers
(both bi- and monolingual), a number of
whom live in neighboring republics.
Certain dialect variation aside, literary
Chuvash—a composite of features of the
two principal dialects—shows a “Turkic”
underlying eight-vowel system ranged
along front-back and high-low axes, with
unrounded and rounded pairs in each
phonological corner. The Chuvash
analogs of the non-high rounded vowels
are traditionally referred to as “reduced”
or “weak” vowels and are
typographically represented (both in
Cyrillic and Latin transcription) as
unrounded vowels with superscript
breiv;ls Adapting Krueger [1], I will
nitially use the following s i
P A gsymbols: /iy e
The two “reduced” vow
Chuvash are set apart from thec l(S)th2£
vowels of the system in that they are
shorter In connected speech, subject to
deletion in rapid speech and metrics, and
yield to the full vowels with respc,ct to
stress assignment, which is, broadly put::
stress the last full vowel of a wgrd"'
when there are only redyced vowels in a
word, stress the first vowel”, But sce
Dobrovolsky [2] for a sketch of some

factual icg i
factu and theoretical problems with this

A PHONETIC PROBLEM

Data from the vowel systems of the
world’s languages demonstrates the
relative lack of exploitation of non-high
rounded vowels, especially non-back
ones ([3] and [4]). I hypothesize that the
presence of non-high rounded vowels
creates a phonetic challenge that must b
resolved in some linguistically acceptable
way. This problem is multifold and
arises from the linking up of a number o
variables. In what follows, I coordinatea
number of facts about the nature of non-
high rounded vowels, especially fronl
ones

Rounding and spectral fitness
Lip spreading renders front vowels
more spectrally fit in that it serves o
reinforce the height of their second and
third formants. Conversely, lip rounding
in front vowels can be thought of &
rendering them less spectrally fit by
lowering these same formants, thus
contradicting their frontness. This effect
appears to be particularly strong on (i
non-high front rounded vowels, to judge
from the vowel inventories referred 10
above. One way to dcal acoustically with
this lessened fitness is to create a more
distinct acoustic effect between non-high
front unrounded and non-high fron
unrounded vowels by moving the latter
an acoustically more central positionin
vowel space. The ongoing conflation o
/¢! and /ce/ in Modern French and theit
continuing merger with schwa is ont
example of this path. It follows that
Chuvash /&/ is a prime candidate for th
kind of acoustic adjustment. The now
high back rounded vowel /4/, however,
is already acoustically fit in that the
lowering of the upper formants by fip
rounded serves to emphasize 18
backness. Centralization of this vowe

might be expected to result from othef
factors.

Articulation

Acoustic data and articulatory dai
suggests that the term “reduccd”,
appropriately used to mean “raised and/or
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centralized”. The well-known facts of
vowel neutralization in Russian illustrate
this claim; its five vowel system fieao o/
manifests as /i a u/ in unstressed position.
Russian unstressed /e/ neutralizes
upwards to /i/ while unstressed /o/
appears to neutralize downward to /a/.
But this phonemic description is
misleading, as unstressed /a/ is
manifested phonetically as central [A] and
[2] depending on the segment’s nearness
to a stressed vowel.

Wood and Pettersson [5] have made a
convincing case that reduction of open
vowels in Bulgarian is related to three
articulatory factors, (i) a lessening of jaw
lowering, (ii) a lessening of lip rounding
or spreading, and (iii) a lessening of
pharyngeal narrowing. I suggest that the
reduction of Chuvash /4/ falls out of
Wood and Petterson’s factor (i), a
lessening of jaw lowering. There is no
compelling acoustic reason to
deround/centralize the non-high back
rounded vowel if there is no other non-
high rounded back vowel in the system.
However, it may well be that in contexts
that deliberately contrast non-high
rounded and unrounded vowels the
acoustic centralizing effect will be more
pronounced. This appears to be the case
with some preliminary analysis of a word
list containing such contrasts that I have
recently made but will not report on here.

Stress/non-stress

Lack of stress may be equated with
less precision in vowel articulation. This
lack of precision in articulation is
characterized by, among other things, a
general reduction of articulator
movement. A general centralizing
tendency for vowels in the outcome.

Thus, articulatory and acoustic
variables conspire to have an inevitable
perceptual effect, namely, a lack of
distinctiveness within respective sets of
non-high vowels. I also speculate that the
combination of greater jaw lowering and
rounding requires articulatory effort that
1s non-optimal. If jaw lowering is
compromised, a reduced vowel results. If
rounding is compromised, a merger with
the unrounded non-high vowels is
threatened. Centralization of the merging
vowel maintains its distinctiveness. The
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synergy of effects demands a
phonological resolution.

SOME CHUVASH DATA

I report now on the spectrographic
analysis of Chuvash vowels reported by
Kotleev [6] for some 300 tokens of
vowels “in various combinations and
positions” from four speakers of the
literary dialect and on other material
collected by me during a two week stay
in Chuvashia in July 1994. Four
speakers—two females (ages: mid-
twenties and early fortics) and two males
(ages: early thirties and mid-sixties)—
were recorded in their homes or in a
university residence using a Sony
Walkman Professional WM-D6C and
Realistic Electret tie-pin microphone 33-
1063. None of the speakers had the
literary dialect as their childhood speech,
though all were to varying extents
influenced by it. Each speaker came from
a different area of Chuvashia and showed
slightly different base dialect features:
NW (Jadrenskij Rajon), N. Central
(Cheboksarskij Rajon), E. Central
(Marbosatskij Rajon) and S. (Batyrevskij
Rajon). The data was elicited from a
prepared word list in question-answer
sessions using Chuvash and Russian. (In
some cases the speaker used a different
word in his or her dialect, so there are
some gaps in the lists). For the purposes
of this paper, some five tokens of each of
the eight vowels were analyzed for each
speaker (there are gaps in the number of
vowel tokens reported here, notably, and
inexplicably, /a/t). Spectral analysis was
carried out using the LPC method on GW
Instruments SoundScope/8 1.31 one-
channel analyzer. All attempts were made
to record formant frequencies from those
areas of the vowels that appeared to be
least affected by consonant transitions on
either side.

VOWEL FORMANTS

Figure 1 plots the F1 and F2 formant
frequency averages reported by Kotleev
op cit. It appears that the reduction of /¢&/
for his speaker is manifested as raising
and a slight centralization of the vowel
paralleling the centralization of /y/. The
non-high back rounded vowel appears to
be somewhat centralized as well.
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Figure 1. Average F1 /F2 for Chuvash speakers reported by Kotleev 1979.

For purposes of comparison with
Kotleev, Figure 2 plots the F1 and F2
formant frequency averages for the four
speakers recorded by me. A stronger
trend towards centralization of the non-

high front rounded vowel is evident. The
non-high back rounded vowel appears to
occupy the acoustic space transcribable
as [0], which was certainly the auditory
impression it frequently gave.
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Figure 2. Average F /F? Jor Chuvash speakers 8athered for this study.

RESOLUTIONS IN TURKIC
Given that the presence of non-high
rounded vowels provide the germ of a
perceptual/articulatory problem that will
seek 10 find a level of resolution that
makes its way into the linguistic system
as a whole (a.k.a. “language change”), |
present three “solutions” from three

languages along the vast 1
the Turkic famil%l. - contimuum of

Chuvash: reduction

The data from Ch ;
above has al-cad uvash presented

bove | y demonstrated what
historical resolution of t o

(Possibly under the influence of

ncxghbgnng Uralic languages like Mari)
Non-hl_gh front rounded /é/—more.
7ppr0pnqlely Symbolized as underlying
@/, which in my experience is jtg

stressed—in particular has b

centralized (or raised) and sﬁcome
high back rounded fal, be
as /o/, shows lesg cent;

more
orter. Non-
tter represented
ralization. Byt

these developments are far from
complete. In stressed position, especially
In contrastive monosyllables, the two
vowels are still distinctive phonetically
from each other and from all other
vowels.

The well-know predictions of
Liljencrants and Lindblom [7] regarding
the shape of vowel systems are borne ol
in Chuvash: they predict that six-vowel
systems exploit the high central area and
seven-vowel systems add the high fron
rounded area. Their predictions for
eight-vowel systems do not include a low
front unrounded vowel. The proposed
revision to Liljencrants and Lindblom in
Crothers op cit still does not include 2
low front rounded vowel, but does,
unlike Liljencrants and Lindblom, predic!
a schwa. Though the Turkic eight-vowe
system in general confounds both
predictions, it is worthwhile noting that
Chuvash reduction appears to be moving
in the direction both references expect, a
least phonetically. Crothers p. 111
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however, lists Chuvash as a system
showing *“an extreme typological
deviation” in having two “interior”
vowels, by which I assume he mcans /&/
and /4/. Recall, however, that the formant
data rcported on earlicr suggests that /4/
is not heavily centralized.

Turkish: restriction

Modern Standard Turkish shows
another response to the presence of non-
high rounded vowels. Here, these
vowels are restricted to initial syllables in
the native vocabulary. The high vowel
suffixes of Turkish participate in a four-
way harmonic alternation: /i ~ y ~w~ u/.

- The non-high suffix vowel altcrnations

are restricled to /e ~ a/, eliminating one
possibility for the non-high rounded
vowcls to occur in non-initial syllables.
The presence of an anomalous suffix like
the -jjor progressive remains marked by
the /o/’s opacity: it never alternates. This
restriction of non-high rounded vowels to
initial syllables may be viewed as the
outcome of neutralization in non-stressed
position if we accept the often stated
proposal that Ur-Turkic stress was word-
initial.
Yakut: expansion

As one moves eastward in Central
Asia, there is increasing assimilation of
both consonants and vowels irrespective
of language. Yakut, spoken in the Saxa
(Yakut) Republic in NE Siberia, is no
exception to the areal pattern— rounding
harmony is endemic. Krueger [8], p- 50,
shows the high rounded vowels /y/ and
W/ followed in the next syllable by a high
rounded vowel/diphthong or a low
unrounded vowel, but non-high rounded
!/ and /o/ followed only by a high
rounded vowel/diphthong or low
rounded vowel (front/back harmony
applies as well). The suffix alternations
among low vowels that are restricted to /e
~ a/inTurkish thus show the full range
of non-high rounded vowels in Yakut: /e
~ @ ~ a ~ o/, with /g/ followed only by
!9/ and /ol by /of among the low vowels.
I suggest that the persistence of low
vowel rounding improves the perceptual
fitness of these vowels in longer forms.

CONCLUSION
There are several reasons for the
evolution of Turkic vowel sequences,
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doubtless including language contact. I
have suggest that phonetic theory
provides some explanations for patterns
of non-high rounded vowels in several
Turkic languages. It is important to
emphasize again that a phonetic
“problem” like the existence of non-high
rounded vowels is multidimensional and
that there is not an inevitable common
resolution along a telcological one-way
street. Of course, how such apparently
unattractive vowel systems arise
constitutcs another problem in its own
right. Indeed, they exist, but as widely
known and cited as the Turkic eight-
vowel system is, Maddieson op cit, p.
127, notcs that of the 317 languages in
the UPSID database, only 24 (7.6%)
have eight-vowel systems.

REFERENCES

[1] Krueger, J. R. (1960), Chuvash
Manual (Uralic and Altic Series, Volume
7), Bloomington: Indiana University
Press.

[2] Dobrovolsky, M. (1990), “On
Chuvash stress”, in Brendemoen, Bernt
(ed.). Altaica Osloensia (Proceedings
from the 32nd meeting of the Pcrmanent
International Altaistic Conference), pp.
113-124. Oslo: Universitetsforlaget.

[3] Crothers, J. (1978), “Typology and
universals of vowel systems”, in
Greenberg, J. (ed.) Universals of Human
Language, vol. 2, pp. 93-152. Stanford:,
Stanford University Press.

[4] Maddieson, 1. (1984), Patterns of
Sounds, Cambridge: Cambridge
University Press.

[S] Wood, S. A. J. and T. Pettersson
(1988), “Vowel reduction in Bulgarian:
the phonetic data and model
experiments”, Folia Linguistica, vol. 22,
pp- 239-262.

[6] Kotleev, V. 1. (1979), “Differcntiating
factors and acoustic characteristics of
Chuvash vowels” [in Russian],
Sovjetskaja Tjurkologija vol. 5, pp. 64-
71.

[7] Liljencrants, J. and B. Lindblom
(1972), “Numerical simulation of vowel
quality systems: the role of perceptual
contrast”, Language vol. 48, pp. 839-
862.

[8] Krueger, J. R. (1962), Yakut Manual
(Uralic and Altaic Series, Volume 21),
Bloomington: Indiana University Press.



Vol. 1 Page 66

Session 4.1

ICPhS 95 Stockholy

THE EFFECT OF VOWEL CONTEXT ON ACOUSTIC
CHARACTERISTICS OF [c,x]

Christine H. Shadle, Sheila J.Mair and John N. Carter
Department of Electronics and Computer Science,
University of Southampton, Southampton SO17 1BJ, UK.
Neil Millner, DRA Malvern,

St. Andrew’s Road, Malvern WR14 3PS, U.K.

ABSTRACT

In this paper we study the acous-
tic effects of vowel context on [e,x]
by spectral analysis of sustajned and
unsustained productions by two na-
tive speakers of German. Comparisons
to non-German speakers of the same
corpus allow inference of the acoustic
mechanisms involved. [x] is more influ-
enced by vowel context than [¢]. Ev-
idence exists of changes in place, in
the area of the constriction, and in the

source localization or effectiveness, due
to vowel context.

INTRODUCTION

. In formulating models of frica-
tive production, vowel context has im-
portant and sometimes unexpected ef-
fects, as shown by recent studies [1,2,3).
Acoustic spectra of [s] have been re-
ported to display the greatest effect of
vowiel context in studies baseq on ex-
tennlve analysis of two speakers (one a
native of French, the other, of Ameri-
can E.nglish), and using spectral analy-
Sis primarily in the centre of the frica-
tive [1,3]. Contrasting with these re-
sults is an analysis of aerodynamic daty
of fricatives, showing 5 greater effect
of 'vo.wel context on area of the cotcl-
stnchnn as place of constriction moves
nostenorly; it was Suggested that, frica-
tive configurations independent of th

tongue body are relatively immupe tZ

vowel context [2]. The work presented
here therefore represents a more de
tailed look at the acoustic effects o
vowel context on [¢,x].

METHOD

The speech corpuses consisted d
the fricatives [s,f,¢,x] in two enviror
ments: (1) preceded by the vowe
respectively, [a,a,i,a], sustained for 3
s, and repeated six times each, and
(2) inserted into the nonsense words
[PV1iFV,] and repeated 10 times ons
single breath, for V,, V, chosen fron
[a,i,u]. Four subjects were recorded:
the two subjects, CS and PB, reportel
on previously, for whom extensive artic
ulatory and airflow data were available,
a native German man, CD, for whom
direct palatography and some airflov
data were available, and a native Ger
man woman, EG. The inclusion of the
German natjve speakers was pl‘OmPted
by several observations that CS and PB
produced the phonemes not native to
them more variably and with less place
consistency.

The acoustic recordings were made
under the ‘High-Fidelity conditions’re
ported previously [3,4]. Time-averaged
acoustic spectra were computed for
the sustained fricatives using 8 now
overlapping 20-ms Hanning windows
Positioned in the centre 160 ms of
each token, and averaging the re
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Figure 1: Specira of sustained fricatives produced by subjects EG and CD. Each

graph shows siz curves, one for each token.

sultant Discrete Fourier Transforms
(DFT’s). Ensemble-averaged acoustic
spectra were computed for the frica-
tives in vowel context by positioning
one 20-ms Hanning window at the same
position (i.e. beginning, middle or end
of the steady-state portion of the frica-
tive) in each of 8 tokens, and averaging
the resultant DFT’s. The technique is
described in more detail in ref. [1]. The
first and last tokens of an item were
omitted.

RESULTS

Figure 1 shows spectra of all six to-
kens of the sustained [, x] as produced
by the native German speakers. The
single peak at 11 kHz in CD’s [¢] oc-
curred in the first token produced and
is indicative of a slightly whistly frica-
tive - perhaps a response by the sub-
ject to the unnatural task of sustain-

ing the fricative for 3 s. After compar-
ison with the corresponding spectra of
CS and PB (not shown), spectra of the
sustained [g,x] appeared to be slightly
more variable token-to-token for the
native Germans than for the other sub-
jects, contrary to expectations. The
overall spectral shape is fairly simi-
lar. In particular, [¢] is distinguished
by low amplitude at low frequencies,
extending up to 1 kHz (males) or 2-
3 kHz (females), followed by a broad
peak of high amplitude, made up of
many smaller peaks, extending up to
6 or 7 kHz. [x] has fairly evenly spaced
formant-like peaks, beginning at about
1 to 1.5 kHz, sometimes separated by
deep troughs, as visible in EG at 3
kHz. Clearly there is more variation in
the shape at frequencies above about
5 kHz. It is interesting to note, and
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not unexpected, that the same-sex sub-
jects show greater similarity in spectral
shape than the same-language subjects.

The spectral structure (but not am-
plitude) of sustained and unsustained
productions of a given fricative was
similar for the same vowel context, for
each subject. Within the unsustained
productions, vowel context affected the
frequencies of spectral peaks for all sub-
jects; for example, for the most part an
[u] context lowered frequencies. Fig-
ure 2 demonstrates a more extreme
effect of vowel context, where ‘natu-
ral’ and ‘unnatural’ contexts are con-
trasted. Even though subjects com-
mented on the ‘impossibility’ of items
such as [paga, pixi], the fricatives did
retain their distinctive spectral shapes
even in such cases. They did alter, how-
ever, as shown in the figure: the high-
amplitude region begins at a higher fre-
quency for [g] in [pici] than [paca]; the
amplitude relationship of the first two
peaks in [x] is significantly reversed in
the two contexts, and the trough at 2.8
kHz is much deeper in [paxa].

Subject CD shows less of a difference
between [a] and [i] contexts than does
EG, but more of a difference for an
[u] context. Figure 3 contrasts [paxa]
and [paxu), showing beginning, middle
and end of the fricative steady-state for
each. While the two cases begin simi-
larly, in [paxu] the peak at 2.2 klz has
dropped 17 dB from beginning to end
spectrum, contrasted with a 4 dB drop
in [paxa). Peak and trough frequencies
remain the same, except for the peak
at 1 kHz. This effect appears consis-
tently in all of CD’s [x] spectra with [u]
context, and appears, but to a lesser
degree, in EG’s spectra.

DISCUSSION

The lack of articulatory and much
aerodynamic data for EG and CD, and
the difliculty of gathering such data
for [g,x], make it difficult to explain
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Figure 2:  Each graph contrasts
ensemble-averaged spectra from the
middle of the steady-state portion of
the fricatives [¢,z] in the vowel contexls
shown. Subject is EG.

the various effects of vowel context ob-
served above. However, from studies
of CS and PB, for whom more articu-
latory data are available, some useful
facts emerge. The cavity affiliations of
the formants in [¢] were identified us-
ing a white noise source [4]; the lowest-
frequency high-amplitude peak corre-
sponds to the first front-cavity formant.
In [s,f] an [i] context shifts the place of
constriction slightly forward relative to
that for an [a] context. An [u] context
for PB’s {s] alters the source in a way
that affects the fricative spectrum sig-
nificantly [3].

The increased frequency of the peaks
in EG’s [pici] compared to [paga] indi-
cates that the place of constriction is
more anterior in [pigi]. The same ap-
pears to be true for |pixi] compared to
[paxa), where the high-amplitude peaks
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Figure 3: Each graph contrasts

ensemble-averaged spectra from the be-

ginning, middle and end of the steady-

state portion of the fricative [x] in the

vowel contexts shown. Subject is CD.

at 2 and 3.8 kHz appear to be front-
cavity affiliated. However, the trough
between these peaks deepens signifi-
cantly for [paxa] and even more so for
[puxu], which cannot be so easily ex-
plained by small shifts in place. The
small peak visible in Fig. 3 at 2-2.5
kHz is a back-cavity formant, and is
more prominent in [a] contexts, possi-
bly indicating that the degree of cou-
pling of back and front cavities is n-
creased. The deepness of the trough
in [u] contexts may be partly due to
a reordering of poles and zeros due to
the effect of rounding on pole frequen-
cies, but it may also be due in part to
changes in the degree of localization or
effectiveness of the noise source. Since
the constriction shapes and ‘aims’ the
turbulent jet, such changes in spectral
geros may point to changes in the con.
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striction shape. It is clear that for both
subjects vowel context has a greater ef-
fect on [x] than on [g).

CONCLUSIONS

The effect of vowel context on [¢,x]
was investigated for two native speak-
ers of German. Place of constriction
moves anteriorly slightly in [i] con-
texts, increasing front-cavity formants,
and rounding in [u] contexts decreases
formant frequencies and bandwidths.
However, some changes in constriction
shape appear to occur as well, affecting
the relative amplitude of back cavity
formants and the significance of spec-
tral zeros. These changes, and the
fact that [x] exhibits more changes with
vowel context than [¢], are consistent
with Scully’s explanation [2] of aerody-
namic data on constriction area.
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ABSTRACT

In this paper inversion of a model of
the vocal cords for vowel-fricative-vowel
transitions is presented. The robotics
approach of the inversion problem based
on the forward modelling of the plant has
already been successfully studied for the
vocal tract and for the voice source in
vocalic context. Two items (/pava/ and
Ipaza/) are used here to study the validity
of the inversion method with extreme
source-tract interactions.

INTRODUCTION

The articulatory synthesis takes more
and more importance in speech research
nowadays. This kind of speech synthesis
may be the only way to reflect all the
human being variability, but is also very
helpful to learn more about the speech
production process using analysis by
synthesis. Inversion of natural speech is
a crucial point in those perspectives as it
is the simplest way to provide
appropriated commands to speech
production models.

ICP’s speech production model [1]
can be divided in three parts : two
acoustic modellings for the lungs and the
vocal tract based on the Kelly &
Lochbaum model [2] and a physical
modelling of the glottis based on the
Ishizaka & Flanagan Two-Mass model

and its environment (mainly the vocal
tract) should be taken into account in the
inversion algorithm. This inversion
method has already given encouraging
results for Vowel-Vowel transitions, but
has not be tested with more extreme
source-tract interactions like in Vowel-
Fricative-Vowel transitions.

METHOD

The robotics approach supporting this
work is based on a forward model of the
plant. The forward model can be defined
as a mapping of the system under
control, giving proximal to distal
relations. In this work a polynomial
(result of the analysis of a codebook) is
used as a forward model, then a simple
error backpropagation algorithm can
perform speech to articulatory inversion
(Figure 1).

In order to reduce the complexity of
the inversion algorithm the dimension of
the distal space must be as small as
possible. Recent studies on the voice
source [6], point out that three parameters
could be enough to define the glottal flow
of a speaker. Thus, the glottal flow is
characterised by the fundamental
frequency Fo, the energy of the speech
signal E, and a wave shape parameter
Rd. Using the classical LF parameters Ee
and Uo (minimum derivative flow and
maximum flow) [7], the declination ratio

[31.[4]. Previous studies on the inversion Rd can be defined by :
of thc voice source [5] have point out that Uo
the interaction between the voice source Rd= E— -Fo
e
. DistalS
perturbation  ———#= Forward Model

Polynomial

— ® ~f—— Targets

Proximal Space

Error Backpropagation Algorithm

Figure 1: general description of the inversion method
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The proximal space is defined by the
commands of the voice source model :

- Ps, the subglottal pressure.

- Lg, the length of the vocal cords.

- Ho, the rest aperture of the vocal
cords.

Using the classical Two-Mass Model
commands [3], Lg and Ho can be
associated to Q and Ag0.

Perturbation of the voice source due to
interactions with the sub and supraglottal
cavities, must be taken into account in the
inversion algorithm. Two parameters are
used to define the vocal tract influence on
the source, Ivt and Xvt respectively the
inductance of the vocal tract and the
position of the half inductance in the tract
[5].

MEASUREMENTS

Two vowel-fricative-vowel items
recorded by a French male speaker PB
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(/pava/ and /paza/) are analysed. The
speech signal is first inverse filtered in
order to evaluate the glottal flow and the
three characterisation parameters are
measured on the flow,

Formants trajectories used in the
inverse filter are applied to ICP's
inversion algorithm of the vocal tract
which provides area functions and thus
parameters Ivt and Xvt.

The intra-oral pressure (recorded
simultaneously with the speech signal) is
low-pass filtered as to give a
approximation of the aerodynamic
supraglottal pressure. Thus, the
subglottal pressure Ps can be estimated in
the consonant /p/ (the glottis is opened).
APg, the pressure drop at the glottis
during the fricative can also be estimated
by subtracting the intra-oral pressure to
the estimated subglottal pressure (Table

1).

10 c<mH20 Subglottal Pressure Hz Fo
150
s 1.. N
) 2z
° 100
13LCm Length of the vocal cords 4B E
12 504 )
1.1
cm Rest aperture of the vocal cords 1 Rd

B Y

o
[

-0.02 -
[} 0.2 04 0.6

Figure 2 : results of the inversion for /pava/.

left : proximal space Ps, Lg and Ho.
right : distal space Fo, E and Rd

o 0.2 04 0.6 s

dashed lines = targets, solid lines = estimation of the forward model

10 (EMH20 Subglotal Pressure He Fo
150
s 4
100l T PTG
[
13 5m Length of the vocal cords 4B il
. 8
1.2 50 ,M
/ X
1.1
<m Rest aperture of the vocal cords Rd
0.02 1
o //\/ 0.5 4 s .
-0.02 0 fe—— -

o 0.2 0.4 06

Figure 3 : results of the inversion for /paza/.

left : proximal space Ps, Lg and Ho.
right : distal space Fo, E and Rd

° 02 0.4 06 s

dashed lines = targets, solid lines = estimation of the forward model
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Table 1 : measurements of subglonal
pressure and pressure drop at the glotis
in the fricative. (cmH20)

Ps APg
paval 9.2 3
/paza/ 7.6 2

RESULTS

The measured flow characterisation
parameters Fo, E and Rd are applied as
targets to the inversion algorithm,
whereas the parameters Ivt and Xvt are
applied as perturbations. The results of
the inversion for /pava/ and /paza/ are
shown on Figures 2 & 3. For both items,
the targets have been reached by the
forward model without any normalisation
of the distal space (especially for the
wave shape parameter). this outstanding
point can be explain by the specificity of
the Rd parameter which does not reflect a
geometrical property of the flow wave
shape (like the traditional open quotien).
Thus, Rd is a more "universal" wave
shape parameter, unable to characterise
speaker's differences, but very useful in
our study to avoid speaker normalisation.

Trajectories in the proximal space are
very similar for both items : one can think
that glottis control strategies are the same
for different voiced fricatives.

Trajectories of Lg and Ho scem to be
quite realistic. There is no major actions
on the control of pitch, Lg is quite
constant during the utterance. Ho
increase slightly in both fricatives as a
way 1o maintain voicing [8].

On the contrary, Ps trajectory is more
doubtful. In natural speech, the subglottal
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pressure varies very slowly, which is not
the case in the result of the inversion.

The validity of the forward model can
be easily checked by measuring Fo, E
and Rd values on synthesised speech and
comparing this values to those predicted
by the forward model. Figure 4 shows
that the predicted values are very close to
measured ones, which means that the
error might occurs in the speech
production model. This is confirmed by
the measurement of the simulated
pressure drop at the glottis during the
fricative, when the simulation is run
using the inversion results. The simulated
value of APg (2.8 cmH20 for /v/ and 2.2
cmH20 for /3/) are very close to the
measured ones (Table 1). This result
means that the two-mass model provides
the wanted flow with the right glottis
pressure drop, but those values are
obtained for lower subglottal pressures
(4.5 vs 9.2 for /v/ and 4 vs 7.6 cmH20
for /3/).

The two-mass model is not the cause
of the error, but the modelling of the tract
aerodynamic pressure used in the plant is
not valid for small constrictions.

This problem is classical with the
Kelly & Lochbaum modelling. This
model is an acoustic modelling which is
applied to low frequencies acrodynamic
pressure by the introduction of specific
losses. Those losses are subject to
controversy because thy are based on
very simple assumptions on the air flow
through the tract that are not valid for
most consonant production.

Figure 4 : comparison of estimated and measured values of the flow characterisation
parameters for synthesised speech (left /pava/, right Jpazw/).
llgzr each item (left 10 right and top to bottom) : synthesised speech, natural speech, Fo, E,

dashed lines : estimated values ; solid lines : measured values.
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CONCLUSION

This study shows that the inversion
method proposed for the voice source is
able to deal with strong source-tract
interactions as in voiced fricatives
production. The results of the inversion
are coherent with traditional knowledge
on voiced fricative production and with
measurements made on the speaker
during the items production.

However, the aerodynamic pressure
simulated in the plant, does not
correspond to the measurement, and our
modelling must be corrected before
testing the method on other VCV,
especially with unvoiced consonants,
where there is a crucial contribution of
the source-tract interactions to devoicing.
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ABSTRACT

This paper presents data on intrinsic
voice source characteristics of selected
consonants for an Italian and a French
speaker. The analytic method involved
interactive inversé filtering of the speech
pressure waveform, and measurements
were obtained by matching the LF voice
source model [1] to the output of the in-
verse filter. Results broadly bear out
expectations that the degree of supra-
glottal constriction is the major deter-
minant of source quality. Over and
above this, differences between results
for the two speakers suggest that active
strategies may also come into play.

INTRODUCTION

Differences in the voice source were
studied for the four consonants / 1) m(z)
y(:) b(:)/ in an intervocalic context. This
is part of a more general study on the
intrinsic voice source characteristics of
vowels and consonants.

.Our initial expectation here was that
voice source effects could be modelled as
a passive consequence of the differences
in the supraglottal constriction associated

with the different manners of articulation
of these consonants,

METHODS

) The main analysis technique involved
inverse filtering of the speech pressure
waveform. In order to obtain quantifi-
ablt'e results, a parametric mode] of differ-
entiated glottal flow (the LF-model, 1)
was matched to the output of the inverse
filter. Both the inverse filtering and the
mathg procedure were carried out us-
ing specially designed interactive soft-
ware allowing optimisation in both the
ume and frequency domaing [2).

From the matched model a number of
parameters were subsequently measured
The ones we focused on particulaly
were EE, RA, RK and RG. EE is the
excitation strength and is measured as the
negative amplitude of the differentiated
flow at the moment of maximum discon-
tinuity. It corresponds to the overl
intensity of the signal, so that an increast
in EE amplifies all frequency compo-
nents. RA is a measure of the retun
phase (dynamic leakage), which is the
residual flow (from excitation to com-
plete closure. The acoustic consequence
of the return phase is a steeper spectid
slope. A large RA corresponds 10
greater attenuation of the higher fre-
quencies. RK is a measure of the skew
of the glottal pulse: a larger value means
a more symmetrical pulse shape. RGist
measure that relates to the duration of
the opening branch of the glottal pulse
RK and RG together determine the open
quotient, and they mainly affect the levels
of the lower harmonics in the sourc
spectrum. For a more detailed descrip
tion of source parameters, see [3).

MATERIALS

The corpus used in this study ws
taken from recordings of two informans.
one French and one Italian. The mater-
als consisted of nonsense words read i
similar carrier frames. For the ltalian
data, disyllabic nonsense words of tht
form 1C,V,C,V, were used in the fram
Dico ---- ancora. As stress typically fals
on the second syllable of a French disy:
labic word, we used !C,V,C, mon¢
syllables for the French nonsense words.
set in the frame Dis moi ---- aujourdhii.
Note that in the French data, the find
consonant of the monosyllabic word ()

ICPhS 95 Stockholm

occurred intervocalically in the carrier
frame, thus providing a phonetically
similar environment to that of the Italian.

C,, the main object of our study, was
each of the consonants /1(:) m(:) v(:)
b(:)/. In Italian, C, was a long conso-
nant. The first stressed syllable C,V, was
/ba/ in both languages. The unstressed
V, was a vowel of approximately [a]
quality in Italian. Five repetitions of each
utterance were recorded resulting in a
total of 60 utterances (2 speakers X 6
consonants X 5 repetitions).

RESULTS AND DISCUSSION

Figure 1 shows for both speakers the
values for EE, RA and RK for the four
consonants, and for 100 ms of V;.

The sonorants /1(:)/ and /m(:)/

For the lateral and nasal consonants,
the differences in source parameter val-
ues (compared to the surrounding vow-
els) were relatively small. The slight in-
crease in RA suggests some increase in
the spectral slope for both consonants.
One difference between the nasal and lat-
eral consonants seems to lie in the ten-
dency of the nasal to have a more sym-
metrical glottal pulse shape (higher RK).

For the Italian speaker’s nasal conso-
nant, there are major perturbations at the
V,C transition in all parameters. There is
a momentary drop in the excitation
strength, along with a brief increase in
dynamic leakage (RA). Concomitantly,
the pulse becomes more symmetrical
with a longer open quotient. There is
little evidence of a similar effect for the
French speaker, other than in the return
phase.

All the perturbations observed in the
Italian nasal would be consistent with
there being a sudden reduction in the
transglottal pressure drop. In the ap-
proach to the nasal consonant, the velum
is likely to be lowered to some degree,
resulting in some anticipatory nasal flow.
However, if at the instant of oral closure,
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the outlet through the velar valve is in-
sufficient for the volume of airflow, a
momentary rise in oral pressure could
result. The brevity of the perturbations
suggests that a sudden, actively con-
trolled, increase in velic aperture may
occur soon after oral closure. It is also
possible that such a sudden increased
aperture could, at least partially, come
about passively from the heightened oral
pressure. Once the velic opening has in-
creased, the transglottal pressure drop
may resume something approaching its
previous level, resulting in more efficient
voicing.

This kind of explanation begs the
question as to why a similar effect is not
clearly found for the French speaker. We
feel that the difference may have to do
with the force of articulation used by the
two speakers: the Italian speaker spoke
with a relatively louder and more forceful
voice, whereas the French speaker had a
noticeably soft, lax voice. This is a point
we shall expand on below.

The obstruents /v(:)/ and /b(:)/

The changes to the glottal pulse
(relative to the surrounding vowels) are
much greater for the obstruents than for
the sonorants. This would of course be
expected, given the greater degree of
occlusion in the former.

For the fricative there is a gradual de-
crease in the excitation strength (EE) of
the pulse, as well as a large rise in dy-
namic leakage (RA). The open quotient
increases, and the pulse tends to become
more symmetrical (RK), although not in
every instance.

The most extreme source effects
showed up in the stop. At the time of
closure there is a sharp reduction in the
excitation strength (EE). Although the
reduction during the stop is similar for
the two speakers (about 15dB), the
speed of the transition from the preced-
ing vowel differs.  For the French
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T —— b/ —O—/m/—a— v/

Figure 1. Source valyes
of V.. Values aligned 1o

speaker the rate of decay was fairly simj-
lar to that of the fricative, whereas for
the Dtalian speaker the decay is much
more abrupt than for the fricative, Note
also for the Italian speaker that after thig

0 100 ms 0
" 10 ms ~100]

for EE, RA and RK during the four consonants and for 100ms
oral closure or onset of constriction for consonant (= 0 ms).

sharp initial drop, EE rises somewhit
This is mirrored by a bricf rise in fy &
suggests that some active process is it
tiated soon after closure in the Italian
geminate, which counteracts the other
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wise expected decay in the pulse ampli-
tude. This is presumably some compen-
satory action to maintain voicing, such as
larynx lowering and/or oro-pharynx ex-
pansion. Furthermore, for the Italian
speaker, there are perturbations around
the time of closure, rather like those as-
sociated with the nasal.

We would suggest two (possibly
complementary) factors might be
responsible for these differences in the
Italian and French data. First of all, it
was mentioned earlier that the Italian
speaker spoke in a more forceful style.
One would expect a greater force of
articulation to involve a more rapid oral
closing gesture as well as greater respi-
ratory effort, and a higher rate of flow
through the vocal folds. These together
should lead to a very rapid decrease in
the transglottal pressure drop and a more
extreme disruption of the vocal folds’
vibratory pattern. This might explain the
very rapid fall in EE at closure in the
Ttalian stop, as well as the perturbations
to the other parameters. Given this sharp
initial drop in EE, the potential for de-
voicing is greater. Furthermore, the
Italian stop here is a geminate: devoicing,
due to neutralisation of the transglottal
pressure drop is in any case more likely
in stops of longer duration. We are
therefore hypothesising that the length of
the stop and the force of articulation may
both conspire to make such an active
compensatory adjustment necessary. We
should make it clear however that these
features are not postulated as necessary
features of geminates: in an earlier study,
{4] fully voiced geminates of Swedish
were found to have a decay pattern more
closely resembling the French pattern.

However, in proposing a “force of
articulation” difference as being the
underlying cause for a number of the dif-
ferences in the French and Italian data, it
remains unclear as to whether this in it-
self arises out of differences in reading
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style, possible cross-speaker differences
or indeed cross-language differences.

CONCLUSIONS

Results broadly support our initial ex-
pectation that source parameters values
are directly affected by the degree of
supraglottal’ constriction.  Thus, stops
show more extreme effects than frica-
tives, which in turn are more affected
than the sonorants. The latter show only
minor deviations from the values of sur-
rounding vowels. Of the two sonorants,
the lateral was the least affected.

Not all the results can be modelled
simply as “passive” source consequences
of supralaryngeal occlusion. Some of the
effects noted for the Italian speaker sug-
gested compensatory active strategies
may sometimes come into play. It is
hypothesised that some of the differences
between the two speakers may reflect
differences in force of articulation.
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ABSTRACT

Previous studies on the distinctive
region model emphasise the efficiency of
the longitudinal command applied
between two constriction regions to
provide a quasi-rectilinear acoustic tra-
jectory in the plane Fi-F, [1]. In this
paper, the longitudinal command is not
only applied between two constriction
regions but also between a cavity and a
constriction and vice versa [2]. This new
command has two advantages. First, it
allows to take into account the limitation
of the tongue movements. Second, it
allows to keep the quasi-rectilinearity
acoustic property of formant trajectories.

L DISTINCTIVE REGION MODEL-
LING OF THE VOCAL TRACT.

The distinctive region modelling of the
vocal tract has been described according
to the hypothesis that the tongue realises
a succ‘:ession in time domain of single
constriction and it articulates according
to a minimum effort concept. If the
articulation targets is acoustic, then the
tongue must exploit regions of articula-
tion where the formant frequencies are
the' most sensitive [2]. But the tongue
articulates in two configurations which
Fave different acoustic properties. If the
IPS are open, the confipuration is a
Closled-()]pe:s:d Tube (COT).gI‘;‘rthe lips are
nearly closed, the configuration is a
Closedelosed Tube (CC'I‘g)]:l In order to
determine the regions of the mode for
the two configurations, the sensitivity
functions 3] corresponding to each of
the three {irst formants were calculated
for an uniform tube, The Tegions are
obtm?cd by dividing the tube at the zero
crossings of the sensitivity functions [1]
These sensitivity functions were calcu-‘

lated first for the configuration COT ay
eight regions were obtained (Figure 1)
The region R8 represents the
aperture. The closure of this region givs
rise to the configuration CCT. T
sensitivity functions were also calculate
for this configuration and eight regions
were then obtained with differen

boundaries (Figure 2).
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Figure 1. Distinctive region modelling it
the configuration COT and matrix of
variation of formant frequencies.

The superposition of the model wil
its two configurations on the vocal tred
gives a physiological significance to tf¢
regions of the model (Figure 3). Fou
regions (R3 to R6) and five regions (R
to R6) are considered as the tongue ones
in, respectively, the configuration COT
and the configuration CCT. Thes
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Figure 2. Distinctive region modelling in
the configuration CCT and formant
Jrequencies variation matrix.

regions share out the tongue from the
low of the pharynx up to the tongue tip.

The two configurations of the model
allow to model the area function of any
vowel by specifying its region and degree
of constriction and its corresponding lip
opening. In order to describe realistic
area functions, the constraint of the
constant volume of the tongue was
integrated. This constraint is modelled by
opposite commands on two regions
linked by the acoustic synergy property.
Namely, if a constriction is applied to one
region among the tongue ones, a cavity is
shaped on the region with which the
constriction region shares the same
variation of the formant frequencies by
antisymetrical command.

The transition from an area function
to an other is driven by a command
strategy.

(b) Vocal Tract and Configuration CCT

Figure 3. Distinctive region modelling of
the vocal tract.

II. COMMAND STRATEGY OF
THE MODEL.

The command strategy elaborated for
the model is built on a set of area
function prototypes that differ in the
region of constriction and the labial
aperture state, i.e., open lips or nearly
closed lips. The command strategy rules
define a command, among possible ones,
that minimises an acoustic criterion for
every transition between two area
function prototypes.
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IL1. Area function prototypes.

The regions of constriction are chosen
from the tongue region ones. Four area
function prototypes are then obtained
from the configuration COT (figure 4a)
and one area function prototype is
obtained from the configuration. CCT
(Figure 4b).

I1.2. Two commands of the model.

A command of the model is described
by the interpolation between two area
function target parameters. If these
parameters are the areas of the model
regions, the interpolation gives rise to a
transversal command (Figure Sa) and if
these parameters describe the constric-
tion, the interpolation gives rise to a
longitudinal command (Figure 5b). This
last command is obtained by the displace-
ment of the constriction along the model.

R3and R4 (BK)

RS and R6 (FT)
(BK -Back-)

(€T -FronT-)

R4 (CBK) RS (CFT)
(CBK -Central (CFT -Central
Back-) FronT-)
(a) Configuration COT

R4 (CC)

(CC - Central Constriction)
(%) Configuration CCT

Figure 4. Prototypes of areq functions of
the distinctive region model
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(b) Longitudinal command

Figure 5. Two commands of the
distinctive region model.

IL3. Acoustic criterion and the pri-
mary rules of the command strategy.
The acoustic criterion is based upon
an hypothesis where the best way to
move from one target to another is the
most rectilinear one. So the best
command that is chosen to execute any
transition is the one that minimises:

t
J(u)= f (Fy (u(t),Fy) — Fqo (Fy))2dt
%)
where u(t) is the command versus of
time, F,(u(t), F,) represents the formant
trajectory on the plane F)-F, obtained
with such a command and F,(F)) is the
straight line between the two acoustic
targets on the plane F;-F,.

The optimal command choice for al
possible transitions between area function
prototypes gave rise to the primary rules
which take into account no articulatory
constraints.

IL4. Introduction of an articulatory
constraint and the new command
strategy rules.

The preceding command strategy
allows the longitudinal displacement of
the constriction toward or from the low
region of the pharynx. This behaviour of
the area function is not realistic [2]. Two
possibilities of representation of the ares
function have been considered to include
this constraint. A constriction on one r¢-
gion of the area function involves &

ICPhS 95 Stockholm

cavity on another region because of the
constant volume of the tongue. So an
area function can be represented either by
the place and the degree of the
constriction and the labial aperture or by
the place and the degree of the opening
of the corresponding cavity and the labial
aperture. The exploitation of this
equivalence in the configuration COT of
the model allowed to replace the
longitudinal command toward or from
the constriction on the low region of the
pharynx (R3) by the longitudinal
command toward or from the corre-
sponding cavity region (ie, R6)
(Figure 3a). This equivalent command
allows to control the low region of the
pharynx by only a transversal command
such as it has been noticed in the last
investigations of the natural articulatory
data.

The use of this equivalent command in
order to take into account the articula-
tory constraint led to the following rules:

- A target region must be different
from R3 that represents the low region of
the pharynx.

- A target region could be either a
constriction or a cavity in the two area
functions that constitute the transition.
So the target regions of the command
can be chosen among four possible
couples. This rule derives from the use of
the equivalent command.

-In order to take into account the
concept of minimum of effort, the target
regions of the command must be
consecutive,

HL DISCUSSIONS.

Figure 6 gives an example of area
function transitions on the model and
their corresponding tongue movements.
In this command strategy, several
possibilities of the tongue deformation
can be proposed and be a subject of
study on the natural articulatory data.
Put it was showed that there is an
Interaction between the lips motions and
the tongue mechanism. So, it would be
more interesting to establish and take
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into account this interaction [2] before
studying the natural data. However, the
command strategy, as described in this
paper, was used with benefits and other
perspectives have been proposed on the
improvement of the model [2].

Figure 6. Examples of the tongue shap-
ing from BK area function according to
the new command strategy.
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ABSTRACT

The present study proposes a new in-
terpretation of the underlying distortion
in apraxia of speech. Based on the exper-
imental investigation of coarticulation it
is argued that apraxia of speech has to be
seen as a defective implementation of
phonological representations at the pho-
nology-phonetics interface. The charac-
teristic production deficits of apraxic pa-
tients are explained in terms of

overspecification of phonetic representa-
tions.

INTRODUCTION

Most of the explanatory approaches in
recent research refer to some higher cog-
nitive functions within the motor system
to describe the underlying pathomecha-
nisms in apraxia of speech (1], [2]. But
SInce pure apraxia of speech affects only
verbal performance (cf, [1],[2]) and since
patients suffering from apraxia of speech
produce not only phonetic errors (eg. dis-
tortions) but phonemic errors as well (eg.
substitutions), it is reasonable to think
about a more linguistically based inter-
pretation of this disturbance,

_ The aim of this paper is to propose a
VIEw on apraxia of speech which is found-
ed on linguistic theory ~ in particular on
nonlinear phonology and feature geome-
try — and which is supported by experi-
mental evidence,

An important point of modern phono-
loglqal theories is the principle of under-
specification [3]. Underspecification is
crucial for the description of many com-
mon processes such as vowe] harmony,
vowel-consonant asymmetries, reduction
to unmarked sounds etc, Moreover, it has
been shown that classes of sounds can
easily be defined on the basis of under-

t sonority hierarchy [4].
Keatmg [5] proposes that parts oyf [th]e
phonologically underspecified gestures

remain unspecified even in phonetic rep-
resentations with the corresponding artic-
ulators resting in a peutral position or
moving from one target to another with-
out affecting the actually produced
sound(s).

Now, our hypothesis is that apraxia of
speech can be descibed as the loss of the
ability of constructing underspecified
phonetic representations.

COARTICULATION IN
APRAXIA OF SPEECH

To illustrate and to support the over-
specification hypothesis we will report
some findings of experiments regarding
the coarticulatory performance of patients
with apraxia of speech.

VhV-sequences

The laryngeal fricative [h] is an ele-
ment of the class of sounds which are
maximally underspecified in phonologi-
cal representation ~ the laryngeals (cf.
[4]). For laryngeals it is only necessary to
specify the features on the laryngeal tier,
all features dominated by the supralaryn-
geal tier are underspecified:

(h]

I
ROOT

/
LARYNGEAL
[+spread glottis] N\ [-voice]

So, assuming that the supralaryngeal
underspecification is preserved in phonet-
IC representation, [h] is expected to re-
ceive its supralaryngeal features from its
phonetic context. Regarding formant
structure this supralaryngeal transparency
means, that the place features (which are
primarily reponsible for the formant
structure) of the surrounding vowels de-
termine the position of the noise formant
of (h].

Figure 1 shows a wide-band spectro-
gram of the first two syllables of the non-
Sense word gehobe. It is a part of the ut-
terance Ich habe gehobe gehirt (I have

Figure 1. Wide-band spectrogram and
signal display of gehobe, male control
speaker. Y-axis: frequency in kHz, x-axis:
time in sec.

heard gehobe) by a male control speaker
(data taken from [6]).

The noise formant of [h] has no target
of itself. It moves, starting at the end of F2
of schwa, to the beginning of F2 of [0]. In
other words, the source quality of [h] is
well defined (laryngeal friction) but the
characteristic of the oral filtering depends
completely on the phonetic context. )

In figure 2, the same part of speech is
shown, uttered by a male subject suffer-
ing from severe apraxia of speech. He
sustained a left-sided cerebrovascular in-
farct 2 years prior to testing.

There is no indication for any interac-
tion between the vowels and the [h)]. The
vowels and the fricative are completely
seperated. In terms of the overspecifica-
tion hypothesis this can be interpreted as
a full specification of each sound for all

Figure 2. Wide-band spectrogram and
signal display of gehobe, male apraxic
speaker. Y-axis: frequency in kHz, x-axis:
time in sec.

features and, as a result, in the case of [h]
as the loss of the supralaryngeal transpar-
ency.

Figure 3 illustrates the two representa-
tional qualities with a underspecified rep-
resentation on the left side and a maxi-
mally specified (i.e. overspecified)
representation on the right side. In the
non-redundant representation all seg-
ments are more or less underspecified. As
mentioned above [h} is most underspeci-
fied, followed by the vowels, which are
only specified for the place features (the
schwa — due to its neutrality — lacks any
further specification below the place
node). The obstruent [g] needs the great-
est amount of specification (cf. [4]).

As the dotted line indicates, formant
interpolation can take place, due to the
lack of any supralaryngeal specification

(gl [a]
ROQT R R R

SUPRAL.

S PALATE sP
[-nc;sj A [-nas]

S
STRICTURE -lat|
{-cont]

PLACE PLi------

(hllo] (gl (=] [h] (o]
R

. R
/
LARYNGEAL U L U U L
- - - [+sg} [-sg]
{1,/\ \ [ oL B\ B R

strid]

- [-cont] +cont] [+cont] +cont]

C

CORONAL S Q(l R goi] <o
[T PERIPHERAL E [oeil pe [osil pe 4ot pe 1 Pe

[-ant]

LABIAL LB LB
-rnd; DO [-wd] DO [-rnd] O [+md] DO
EgacifL [+bDack] tmd] {+back] { !K»Eachli] [[;\li)gﬁk] +r:)iggi<]
-high {-high] -hig| N -
I':\?vh] [[-I'o?w]] [-low] [-low) [-low; -low]

R R

SP
(-r?gs] [-r§:s] [-nas]

| -lat -Iaﬁ
L [-sﬁljd] L -satjd) L [-sm’d] L

-ant]

g

Figure 3. Underspecified, non-redundant representation ( lgff) and overspc_’ciﬁed repre-
Sentation (right) of gehobe. The dotted line indicates the ability of formant interpolation.
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of the segment [h]. Regarding the over-
specified representation, which is hypoth-
esized to be the starting point of apraxic
speech production, it is obvious that the
propensity of features to spread is com-
pletely blocked. It is impossible for adja-
cent segments to interact because their
(potential) transparency is eliminated.

Long-distance anticipatory coar-
ticulation

In the second experiment (cf. [7]) an-
ticipatory labial coarticulation at a dis-
tance has been examined. The material
consists of the two test items Spieligel and
Spieliibung embeded in the carrier phrase
Ich sagte __ zweimal (I said __ twice).
The syllable structure and the morhologi-
cal structure of both items are identical
(# indicates a strong morheme boundary):

Tpitligal pilyboy
[CCVC) # V] [CVC]
[} [+ g

However, they differ in segmental
structure: in the first item the unrounded
vowel [1] serves as the nucleus of the sec-
ond syllable, whereas in the second item
it is the rounded vowel [y]. It is expected
that these different vowel qualities in the
second syllable have a different influence
on the vowel in the first syllable (in both
cases [1]). To check whether there is any
anticipatory coarticulation we measured
F2 and F3 of the [1] in the first syllable of
both items. If coarticulation takes place
F2 and F3 of [i] in the second item
should be lowered - due to anticipated lip
rounding — compared to F2 and E3 of [1]
in the first item. As figure 4 illustrates this
coarticulatory effect is fairly strong for
cont.ro! speakers (norm) and norm2): F2
of {i]in the second item is by 30/65.5 Hz
lower, F3 is lower even by 42.25/186.75

20
1504 r2f)
1004 F3
50-]

apraxi

5] nom1 norm2 dysarth aprax2
-100-

e \\ S

e —
Figure 4. [1] in the first syl ]
41 yllable of it

IIVI Vs. %}]Ym the first syllable of g};;eg?

ean aifferences of formant jes.

Y-axis: difference in Hz Jrequencies,
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Hz (these are mean values of 4 utterances
of each item). The same effect can be seep
in a dysarthric speaker (dysarth) with 3
lowering by 49.25 Hz (F2) and 89.75 H;
(F3).

In comparison with this the apraxic
subjects (aprax1 and aprax2) do not show
any lowering of formants. Aprax} is the
same subject as in the first experimen,
aprax2 is a 69 year old male with mild
apraxia of speech as a result of a large
left-sided cerebrovascular infarct 5 month
prior to testing.

The lack of formant frequency lower-
ing means that each [1] is realized identi-
cally independent of the phonetic context.
The negative value for the difference of
F3 in the case of aprax1 is due to a raisc
of the third formant in the context with
the rounded vowel following. This might
be interpreted as an instance of dissimila-
tion — to get a better contrast between the
target [i] and the [y] in the next syllable
the formants of [i] are raised.

DISCUSSION

Both experiments have shown that
apraxic speakers do not coarticulate, at
least as far as macro coarticulation is con-
cerned. Regarding micro coarticulation
we have found differences between sub-
jects dependend on the severity of the dis-
turbance. In the speech production of
aprax1, who suffers from severe apraxia,
micro coarticulation is also absent. Spec-
trograms of his speech look like sequenc-
es of segmented steady states, with short
intervalls of low energy across the whole
spectrum between adjacent sounds. Tran-
sitions are missing. In comparison the
milder distorted aprax2 does have transi-
tions, at the edges of sounds his ability to
coarticulate seems to be preserved.

In figures 5 to 7 the phonetic represen-
tation of the sequence {ily] is shown,
which was the critical sequence in the
second experiment. The representations
are reduced to crucial gestures. We also
abstained from indicating the hierarchica
ordering to make the illustrations clearer.
The most important difference to phono-
logical representations (cf. figure 3) is
that features are represented as boxes
with extensions in the time domain.

The normal, partially underspecified
representation is shown in figure S. Since
[i] and [1] are not specified for round-

ness (assuming non-roundness as neutra .
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[ [+cont] ]
| [t [ Gl | ey |

LB cexzzziiIlll [+round]

ST

i [-back] [-back]

0O| [ [low] ] [-low]

| [ _fxhighl ] [ highh |

ST [L [+cont] | [+cont] [ [+cont] |
[ bl [ R [ fai |
L8 [ [round] | [round] | [+round] |
[L fant] | [+ant] [ [ang ]
CcO =
[ [-distr) T {-distr] [ [distr] ]
[ [back] T [back] [ Tback] ]
DOj [ Tlow] T fow] [ [lowl |
[ bhighl ] thighl | [+highl ]

Figure 5. Reduced phonetic representa-
tion of [11y]. Underspecification allows
for the feature [+round] to spread for-
ward.

position for the lips) the feature [+round]
in the domain of [y] is able to spread for-
ward into the domains of the sounds
ahead. This spreading process is indicated
with a dotted line because the lips are sup-
posed to achieve full rounding slowly
somewhere before the [y]-domain — the
[1] is still perceived as a plain [i], the
correlation for anticipated lip rounding is
only found with the help of acoustic anal-
ysis.

Overspecified representations as sup-
posed for apraxic speakers are illustrated
in figures 6 and 7. The representation in
figure 6, however, differs from that in fig-
ure 7 in that it is additionally 'overspeci-
fied in the time domain'. All features of
each segment are completely time aligned
within the domain of the relevant seg-
ment. The lack of feature overlap repre-
sents the described loss of transitional
phases between adjacent sounds in severe
apraxia of speech. On the other side, fig-
ure 7 illustrates that preserved micro
coarticulation is not a contradiction to the

[ [ [rcont] T [+cont] | [+cont] |
ST
L[ Hal T [+af [ tHat]
LB [ [round] | [round] | [+round]
o i [ Fantl [ T+ant]l [ [ant] |
L [Gdist] [ [dist] | [-dist] |
[[Ibackl | [backl | [backl ]
DO Howl [ [Howl | [How ]
| [ B+highl | Chighl | [+high] |

Figure 6. Reduced phonetic representa-
tion of [1ly]. Overspecification blocks
Spreading processes. Complete time

_ alignment represents the loss of micro

coarticulation.

Figure 7. Reduced phonetic representa-
tion of [ily] Overspecification blocks
spreading processes, but micro coarticu-
lation (feature overlap) is intact.

overspecification  approach.  Feature
spreading at a distance is still blocked due
to overspecification but the possibility of
features to overlap locally is not affected.

CONCLUSION

We have explained one of the main
characteristic of apraxic speech produc-
tion — loss of coarticulation — in terms of
overspecification of phonetic representa-
tions. Furthermore, we think that also oth-
er production deficits which are claimed
to be typical in apraxia are interpretable
within this framework, though we can not
yet provide experimental evidence.
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ABSTRACT

Consonant substitutions and assimilations
of two clinical groups of children (diag-
nosed with DAS or SLD) and a control
group were analysed by means of compu-
terized analysis (LIPP). Particular as-
pects of our data could be explained as
the effect of phonological underspecifica-
tion. Patterns of assimilation preference
indicated that 'alveolar' and 'plosive' were
underspecified relative to 'labial' and 'fri-
cative' for all three groups.

1. INTRODUCTION

Developmental apraxia of speech (DAS)
as a specific clinical entity has gradually
gained support, but the disorder remains
poorly understood. In a study bij Thoon-
en et al. [2], imitations of words and
pseudowords, spoken by 11 carefully
selected 'clear cases' of DAS and 11 age-
matched control children, were phoneti-
cally transcribed. A quantitative analysis
of the consonant productions showed
that children in the DAS group produced
sigl}iﬁcantly more  substitutions and
omissions than the control group, and
showed a particularly low percentage of
retention of place-of-articulation. Both
findings were strongly related to the se-
verity of the apraxia.

Also, the substitutions in DAS were
more often assimilatory errors (antici-
pations, perseverations) than non-assi-
milatory errors, both for place and man-
ner qf articulation. This supports the fin-
ding in the literature that substitutions in
DAS are related to context,

.However, when assimilatory substj-
tutions were assessed as 3 proportion of
the total number of substitutions, no dif-
ference was found between the DAS
group and the controls, Thus, quantita-

tive but no qualitative differences were
found between the groups.

In this paper we discuss the results of s
qualitative analysis of the error profile in
DAS, to examine if the patterns in featu-
re assimilation of the DAS group can b
explained based on the concept of pho-
nological underspecification [1]. Thi
concept holds that for some feature va-
lues the underlying phonological repre:
sentations are not yet fully specified, but
can be filled during the course of languz
ge production. It is hypothesized that
assimilations of underspecified feature
values to specified ones occur more fre-
quently than the reverse. For place-of
articulation, the feature value ‘alveolar'is
considered to be underspecified, wherezs
'labial' and ‘velar' are specified.

2. METHOD

2.1 Subjects and material

More subjects were added to the DAS
and control group of Thoonen et al. [2].
Also included was a small group of chi-
dren diagnosed as 'speech/language-de
layed' (SLD).

Our subject group consisted of 16
‘clear cases' of DAS, between 5 and 0
years of age, 5 children diagnosed &
speech/language delayed (SLD), 2§
between 4 and 10 years, and a contrd
group of 24 age-matched children wil
no reported speech, language or heant
disorders. All subjects were native spex
kers of Dutch (for a detailed descriptio?
of the subject selection see [2]). .

Each child imitated 30 multisyllab
words and 36 two- and three-syllabé
nonwords, spoken by the experimenter
All sessions were recorded.
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2.2 Error analysis

All responses were phonetically trans-
cribed according to standard IPA. Broad
transcription was used. Based on the
transcriptions, errors were classified as
either a substitution, an omission, a
distortion or a disfluency. A substitution
was defined as a phonetically accurate
production other than the intended target
phoneme. To assess reliability of the
transcriptions part of the material was
transcribed by two other transcribers.
Correlations of 0.9 and higher were ob-
tained between transcribers.

By means of a computerized analysis
[3], the transcribed substitutions were
transferred into confusion matrices, indi-
cating the relationship between con-
sonant target and realization. The sub-
stitutions were then coded as 'correct’ or
‘incorrect’ with respect to the features 'p-
lace’ and 'manner’ of articulation.

Separate confusion matrices for the
features place and manner were construc-
ted (see Table 1). The values for the fea-
ture place are 'labial' , ‘alveolar/dental’,
‘palatal’ and 'dorsal'. The feature manner
had the values ‘plosive’, 'frica-
tive/affricate ', 'nasal' and 'semivowel' .
On the diagonals in Table 1a and 1b the
‘correct substitutions' with respect to this
particular feature appear, the off-diagonal
numbers represent the errors.

For example, if a /t/ was replaced by
an /s/, this was counted as a correct reali-
zation with respect to place of articula-
tion (alveolar -> alveolar) so it appears
on the diagonal of the place matrix. It is
however incorrect for manner of articula-
tion, and is counted as an error ( 'plosive
to fricative’) in the manner matrix. The
totals of the columns of Tables 1a and b
indicate the number of substitutions (in-
cluding only the errors) towards this par-
ticular feature value.

In & subsequent analysis on the trans-
cribed substitutions, the proportion of as-
similatory substitutions was determined.
Only regressive assimilations (anticipa-
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tions) were taken into account. This ana-
lysis was done for each feature value
separately, and proportions assimilatory
substitutions were taken relative to the
total number of substitutions towards this
particular feature value. Thus, biases for
particular feature values were accounted
for.

3. RESULTS

In Table la to 1d the numbers of sub-
stitutions for place and manner are sum-
marized.

Table 1a to 1d Confusion matrices of
place and manner for the substitutions
produced by the DAS and the SLD

groups.
1a) PLACE (DAS, n=16)

tar- realizations
gets L A P p?
L 125 128 1 46
A 100 216 11 105
P 1 9 (4 2
D 29 137 1 33

tot! 130 274 13 153
#place subst: 570
mean: 35.6 (sd 15.3)

ib) MANNER (DAS n=16)
tar- realizations

gets PL FR NA sV
PL 400 105 38 41
FR 50 77 7 3
NA 26 9 64 19
sv 13 40 31 21

tot” 89 154 76 63
#manner subst: 382
mean: 23.9 (sd 12.8)

) The column totals exclude
the numbers in italics (=
substitutions that are cor-
rect with respect to place
resp. manner).

2 porsal combines velar and
glottal
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- table 1 continued -
1c) PLACE (SLD, n=5)
tar- realizations

gets L A P D
L 36 18 0 5
A 30 38 1 11
P 0 0 0 0
D 6 9 0 9
tot! 136 27 1 16

#place subst: 80
mean: 16.0 (sd 5.4)

1d4) MANNER (SLD n=5)
tar- realizations
gets PL FR NA sV

PL 72 13 7 20
FR 5 8 1 0
NA 6 1 13 9
sV 1 2 4 1

tot” 12 16 12 29
#manner subst: 69
mean: 13.8 (sd 7.0)

All groups made more substitutions
for place than for manner (means: DAS
38 vs 24, SLD 16 vs 14, controls 5 vs 4.
Results for the control group are not dis-
played since they made so few sub-
stitutions). The numbers on the diagonal
indicate the substitutions that were cor-
rect with respect to place (Table 1a and
1c) or manner (Table 1b and 1d) of
articulation. Column totals are the num-
bers of substitutions towards each parti-
cular feature value.

_In Table 2a and 2b proportions of sub-
stitutions towards a particular feature
value are given.

}’Iace. Almost half of the place substi-
tutions in the DAS group were made
to“{ards ‘alveolar' (.49) Proportions for
labial' and 'dorsal' were approximately
equal (.24 resp. .25). 'Palatal was ex-
cluded from the table since hardly any
substitutions towards this value were ma-
de. For the control group the same pat-
tern emerged: towards alveolar the hig-
hest proportion (.43), then 'dorsal (7))
and 'labial' (.26).

The SLD group differed in their prefe-
rence: the proportion of substitutions
toward labial was highest (.44), then
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alveolar (.34) and dorsal (.20) followed,

Table 2 Proportions substitutions fo-
wards feature values for place (2a) aud
manner (2b), relative 1o the total number
of substitutions for that particular feati-
re.

2a) feature PLACE
prop. substitutions
to feature values:
group L A D
DAS .24 .49 .25
SLD .44 .34 .20
CTRL .26 .43 .31

2b) feature MANNER
prop. substitutions
to feature values:
group PL FR NA sV
DAS .27 .35 .20 .18
SLD .22 .22 .21 .36
CTRL .22 .26 .29 .23

Manner. For manner of articulation,
the proportions of substitutions towards
feature values were approximately equal
ly spread, although the proportion substi
tutions towards ‘fricative’ were slightly
higher than towards 'plosive’, for both
DAS and control group.

Assimilatory substitutions

In table 3a and 3b proportions of &+
similatory substitutions are given.

Place. For both the DAS and the SLD
group the majority of the substitutions 10
labial were assimilations (.70 resp. .76)
Although both groups assimilated more
often towards labial than towards alveo-
lar (as predicted by phonological under
specification), we did not find higher pro-
portions assimilations towards ‘dorsi
than toward ‘alveolar' (although predic-
ted).

Since the control group made very
few place and manner substitutions (me-
an 5.3 for place and 3.4 for manner) the
data concerning the assimilatory subst
tutions (1 or 2 per feature value) shoul
be interpreted with caution

Manner. For the DAS as well as th
SLD group more assimilations were m#

i
‘-g_
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de in the direction of ‘'fricative' than to-
wards ‘'plosive’ (DAS: .72 vs .54, SLD:
.78 vs .53). The proportion assimilations
towards 'nasal' for the DAS group was
lower than towards ‘plosive’ , and ap-
proximately equal for the SLD group.

Table 3 Proportions assimilatory sub-
stitutions for the feature values of place
(3a) and manner (3b), relative to the
total number of substitutions for that
particular feature value.

3a) feature PLACE
prop. assimilation
to feature value
group L A b
DAS .70 .48 .35
SLD .76 .42 .37
CTRL .30 .40 .25

3b) feature MANNER
prop. assimilation
to feature value
group PL FR NA sV
DAS .54 .72 .45 .30
SLD .53 .78 .55 .43
CTRL .32 .71 .37 .64

4. DISCUSSION

Stoel-Gammon and Stemberger [1]
have used the concept of ‘phonological
underspecification’ to explain patterns of
consonant assimilation in child speech.

Two predictions can be derived from
the concept of phonological underspe-
cification. First, if the place and manner
features remain underspecified until ulti-
mate production of the segment, an alve-
olar plosive is produced (/t/ or /d/). Se-
cond, during the production process,
underspecified feature values are wvul-
nerable to intrusion from the context,
resulting in more frequent assimilations
from underspecified to specified values
than the reverse.

Particular aspects of our data from
children with DAS can be interpreted as
the effect of underspecification. Firstly,
with regard to place of articulation, DAS
children produced a high proportion of
substitutions towards 'alveolar’ —-as if in
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many instances the place feature remai-
ned underspecified. This pattern is in
contrast with the preference for 'labial' in
the children with SLD (but similar to the
the control subjects). No distinctive pat-
terns for manner were found.

. Secondly, as with regard to both place

and manner of articulation, the children
with DAS produced --as predicted-- a
higher proportion assimilations towards
the specified values ‘labial' and ‘fricative’
than towards the underspecified values
‘alveolar’ and ‘plosive’. These patterns
were quite similar for all three subject
groups investigated.

These results pertain to a clinically
salient characteristic of many children
with DAS or SLD; they have a tendency
to substitute towards /t/ (known in Dutch
as "hottentottism"). Clearly, not all as-
pects of the presented data are explained;
further study of speech production pro-
cesses in DAS is needed.
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FORMANT LOCUS EQUATIONS AND COARTICULATION
IN DYSPRAXIC SPEECH

C.Chinnery, G. J. Docherty and D. Walshaw
Department of Speech, University of Newcastle upon Tyne .

ABSTRACT

Calculations of formant locus
equations in the production of CV
sequences were used to investigate the
hypothesis that syllables produced by
dyspraxic speakers could be
characterised as being less coarticulated
than those produced by normal speakers.
The results give indications that some
dyspraxic subjects can be described as
having less coarticulatory cohesion

between a consonant and a following
vowel.

INTRODUCTION

Speech dyspraxia is an impairment in
the volitional control and coordination of
the muscles used in speech production,
Speakers with dyspraxic speech typically
have great difficulty in articulating
words, even though they know exactly
what they want to say. Their speech is
characteristically dysfluent, marked by
struggle behaviour and many false starts
It has been hypothesised that one of the
central problems faced by dyspraxic
speakers is precisely in the area of
coarticulation. The evidence for this
_howev_er, Is rather limited and ié
Inconsistent. Ziegler & von Cramon [1
2] report the case of a single apraxié
Zpeaker whose speech was marked bya
elay in onset of anticipatory
s:loartlculatory gestures resulting in a
[g)ss of segmental cohesion’, Itoh et al
] note the presence of anticipatory
coarticulation in their single apraxic
zut()Ject, but note some deviations
f:uwgefn their speaker and the pattern
hanr(li Ié);tgo[gr]]aflospe;kers. On the other

3 und no di i
coarticulatory patterns aclrf(f:e?xf)ifn";
speakers and those with posterior anad

ta)reniiréoz aph_adsia (with the anterjor group
onsidered i
thoes Somside to be equivalent o

d in ;
dyspraxic). other studies - as
This paper repo
. S rts
investigated i 3 stu
dyspraxic spee
than normal s

dy which has
the ‘hypothesis that
ch is less-coarticulated’
peech; ie. that speech

sounds in dyspraxic speech production
are produced in more discrete fashion
than is found in normal speakers.

In order to measure the degree of
coarticulation present in dyspraxic
speech, formant locus equations have
been employed. The application of locus
equations to measurements of F2 was
first described by Lindblom [5]. In
calculating the equation, a straight line
regression function is fitted to a scatter
plot of F2 measured at vowel onsel
(F2ONSET) on the y-axis and F
measured at the vowel midpoint
(F2MID) on the x-axis. The relationship
between these two quantities can be
captured by the following equation,

F20NSET =k * F2MID +¢
where k is a coefficient relating to the
slope of the regression line, and ¢ is the
estimated y-intercept. Sussman [6] has
reported the existence of strongly linear
relationships between F20ONSET and
F2MID across different manners of
consonant articulation. Different slopes
and y-intercepts are found to correspond
to different places of consonant
articulation. For /g/ in English it is
necessary to calculate three equations
corresponding to cases with a following
front, back unrounded, and back
rounded vowels [6].

It has been noted [7] that locus
equations can also be used as an index of
CV coarticulation. A flat slope would
indicate that F2 onset varies little as 2
funcnon. of different vowel environments
suggesting relatively low articulatory
cohesion between the C and the
following V. Steeper slopes indicate that
F20NSET is increasingly coming undef
the influence of the F2MID value,
indicating greater coarticulatory
cohesion. In the context of the presen!
study of dyspraxic speech, W0
Questions arise: do dyspraxic speakers
show linear relations between F2ONSET
and F2MID similar to those found it
normal speakers, and if so, do the slopes
indicate any less articulatory cohesion
than is present in normal speakers?
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METHOD
Subjects

Two groups of subjects were
recruited for the study; 5 dyspraxic
speakers (D1 - D5) diagnosed as having
verbal dyspraxia of speech, and 4
normal control speakers (N1 - N4). All
subjects were native speakers of English
from the North-East of England. Criteria
for dyspraxic subject selection were: (a)
they should be native speakers of
English; (b) they should be diagnosed as
having verbal dyspraxia by the speech &
language therapist responsible for their
case; (c) subjects should have reasonable
comprehension abilities (sufficient to
understand the elicitation task described
below) (d) subjects should be able to
read aloud real and nonsense words, or
to repeat words without the aid of a
visual cue. All subjects had suffered a
stroke resulting in non-fluent aphasia
and verbal dyspraxia to varying degrees
of severity. Four normal control subjects
were recruited broadly matched for age
and sex with the dyspraxic subjects.
Materials

Subjects were asked to read a list of
real and nonsense words with the
structure C-V-/t/ formed by all possible
combinations of /b,d,g/and /i,1,€,a,
A,D,d,0,u/ Each set of nine words
was repeated six times by each subject
giving a maximum of 162 single word
utterances per subject. The CVC words
were presented to both sets of subjects
orthographically stencilled onto cards.
The presentation of the cards was
randomised. No data has been obtained
relating to subject D3's production of
words with an initial /g/, since this
subject systematically produced these
words with an initial /d/ (these tokens
have not formed part of the analysis
presented below).

Recordings and Measurements

Recordings were made in a recording
studio or in a quiet room at the patient’s
home using a SONY Pro-Walkman D6
tape-recorder. The recordings were
subsequently digitised at a sampling rate
of 10Khz and analysed using a KAY
Elemetrics Computer Speech Lab.

In line with [6, 8], formant
measurement were carried out using two
procedures (i) manual positioning of a
cursor in a wide-band spectrographic
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representation; (b) LPC analysis of the
same data, using the CSL's 'LPC
formant history' routine. The average
value of the two formant measurements
for each vowel was taken and used in the
subsequent statistical analysis.

For each word, two F2 formant
measurement points were taken. (i) the
value of F2 at the first identifiable glottal
pulse following the release burst of the
initial stop, as indicated by the first
vertical striation (F2ONSET); (ii) the
value of F2 at the mid-point of the vowel
(the half-way point between the first and
final vertical striations for the vowel
(F2MID). Following [6, 8] the criteria
listed were below were used to identify
the measurement point for F2MID; (a) if
the formant resonance was relatively
'steady state' a mid-point value of the
steady-state portion was taken; (b) if the
F2 resonance was diagonally rising or
falling, a visually-determined mid-point
was chosen; (c) if the pattern was either
"U-shaped' a measurement was taken at
the point at which the curve changed
direction (i.e. at the maximum or
minimum frequency respectively).

RESULTS

Table 1 shows the principal locus
equation parameters calculated for /b/,
/d/, g/ with a following front unrounded
vowel and /g/ with a following back
rounded vowel, for each of the speakers
investigated. In almost every case
(exceptions are discussed below) there is
a strongly significant linear relationship
between F2ONSET and F2MID (p <
.001). We now consider, in turn the
results from the normal and dyspraxic
speakers.
Control Speakers

For normal speakers, significantly
steeper slopes are found for /b/ than for
/d/. For /g/, the resuits are less stable,
but, on the whole, /g/ in the context ofa
back rounded vowel produces a steeper
slope than /g/ in the context of a front
unrounded vowel. Consistently lower y-
intercepts are found for /b/ than for /d/,
whilst with /g/ there is a difference
depending on the following vowel
environment with a lower y-intercept
being found when a back rounded vowel
follows. These results are entirely in line
with those previously reported for
normal speakers of English [6, 8]. The
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Table 1. Parameters (slope, y-intercept)
and R-squared) for the formant locus
equations for dyspraxic (DI - D5) and
normal control subjects (NI - N4).

Subj Slope (s.d) Y-int (s.d.) R-sq

/bl

D1 0.607 (0.046) 485(72) 77.2%
D2 0.891 (0.047) 98 (72) 90.7%
D3 0.924 (0.041) 52 (72) 92.4%
D4 0.612 (0.026) 680 (45) 91.8%
D5 0.849 (0.028) 214 (38) 95.6%

N1 0.682 (0.031) 394 (48) 90.8%
N2 0.634 (0.043) 519 (78) 82.2‘72
N3 0.745 (0.032) 358 (50) 92.0%
N4 0.761 (0.042) 210 (56) 87.4%

/d/

D1 0.188 (0.079) 1688(130) 10.5%
D2 0.508 (0.058) 976 (91; 73.7%
D3 0.569 (0.049) 1088(100) 76.9%
D4 0.309 (0.034) 1620 (65) 66.7%
D5 0.345 (0.043) 1317 (66) 61.3%

N1 0.323 (0.034) 1183 (53) 63.0%
N2 0.313 (0.036) 1432 (67) 63:2‘%(:
N3 0.367 (0.035) 1216 (57) 69.3%
{\14 0.498 (0.034) 827 47) 81.4%

/5{ bgf(())re front Vs

-0.086 (0.137) 2329(291) 0.0%

D2 0.577 (0.079) 1045(147; 75.67%

D3 ++-+nodata available +-+-+

34 0411 (0.072) 1623(169) 60.3%
5 0.521 (0.058) 1127(106) 84.49

N1 0.200 (0.099) 1727(1
. 91) 11.8%
E% 0.480 (0.137) 1293(311) 34.9‘72
N 8.373 (0.066) 1406(131) 57.5%
S11 (0.145) 966(239) 34.29

/g/ before back round
ed Vs
gé (1).240 (0.309) -539 (72) 69.4%
e AS_*(I?(.)O(fSt) 593 (330) 22.3%
ata available +-+4-4
gg (l)égg (0.131) 262 (160) 72.3%
. (0.190) 776 (212) 31.7%

NI 1.138
N2 0.884
N3 0.313
N4 0.802

(0.134) 286 (154) 72
6%
(8.034) 509 (185) 59‘6‘72
(0.138) 404 (147) 72.1%
0.092) 531 (104) 72.6%
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steeper slope for /b/ indicates a higher
degree of articulatory cohesion betwey
/b/ and a following vowel than betwey
/d/ and a following vowel, as might be
expected given the function
independence of the bilabial and dory
articulatory systems. The only exceptio
to the general picture just described i
with Subject N1's results for /g/ in
context of a following front vowel. Tk
linear relationship between F20NSET
and F2MID is only borderline significar
(p = 0.056), and the low R-squared
figure suggests that only a very lov
percentage of variation in F2 onset ca
be predicted by the linear relationshi
with F2 midpoint.

Dyspraxic speakers
With the dyspraxic speakers, too, the

general finding is that there is a strong
lmear. relationship between F2 onset and
F2 midpoint. Like the normal speaker,
they show steeper slopes for /b/ than f
/d/. The slopes for /g/ show considerable
variability but two speakers (D1 and D4)
have slopes for /g/ before back rounded
vowels which are significantly steepr
than for /g/ before front unrounded
vowels (although see further comments
on D1 below). For subjects D2 and D§
the differences in slope for /g/ as2
function of vowel environment are less
evident. Overall, there is no evidence
that the dyspraxic speakers' slopes art
any flatter than those found for normd
speakers, suggesting that all speakers at
showing comparable degrees of
coarticulatory cohesion. The y-intercept
estimates for /b/ are lower than for /d,
whilst for /g/, differences in y-intercept
are found as a function of the following
vowel environment. This general patten
of a linear relationship between
F20NSET and F2MID is not found
uniformly across the dyspraxic growp
however. The clearest departure from
this general trend is found in Subjed
D1I's /g/ productions in the context of2
front_ unrounded vowel where no line¥
relationship whatsoever can be foun
between F2ONSET and F2MID. Othef
subjects show instances where, whilst
there is a linear relationship, its stren
is considerably Iess than typically found
for the normal speakers; for example, /
for speaker D1, or /g/ in the context of
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back rounded vowels for speakers D2
and D5.

DISCUSSION

The results show that locus equations
for the normal speakers investigated
conform to those previously reported in
the literature showing a significant linear
relationship between the onset of F2 at
vowel onset and the value of F2 at the
vowel midpoint, with differences in
slope and y-intercept being found as a
function of the identity of the pre-vocalic
consonant. For the dyspraxic speakers,
similar significant linear relationships are
found.

However, some dyspraxic speakers
occasionally show significant deviation
from this normal pattern indicating, in
those cases, less coarticulatory cohesion
between the consonant and the following
vowel. The results therefore suggest that
for at least some dyspraxic speakers
(such as subject D1), dyspraxia can be
partially manifested in abnormal patterns
of consonant-vowel cohesion as
reflected in formant locus equations. We
must also conclude that this impaired
cohesion need not be found across every
syllable produced by that speaker since
subject Dl's /b/ locus equation
parameters are entirely within normal
limits. It is noteworthy that the same
speaker shows a considerably less
reliable (though still significant) linear
relationship between F2ONSET and
F2MID in the /d/ syllables. It seems that
difficulties for this speaker arise when
trying to coordinate consonant and
vowel articulations which involve lingual
articulations and particularly when they
involve the same part of the tongue
dorsum (as in /g/ followed by a back
rounded vowel).

This small study is the first attempt to
use formant locus equations to
investigate articulatory cohesion in
apraxia of speech. The fact that some
differences have been observed between
the dyspraxic and normal samples and
also within the dyspraxic group suggests
the need for a follow-up study with a
larger number of subjects, and looking at
a broader range of pre-vocalic
consonants. It would be particularly
interesting to investigate whether
formant locus equations permit a sub-
categorisation of dyspraxic speakers by
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virtue of the degree of articulatory
coherence which they show, and
whether any such sub-categorisation
corresponds to any other aspects of the
subjects' speech and/or oro-motor
performance.
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TWO DIFFERENT SYSTEMS FOR RHYTHM PROCESSING
AND THEIR HIERACHICAL RELATION

Morio Kohno
Kobe City University of Foreign Studies, Kobe, Japan

ABSTRACT

Kohno (1893) already suggested
that ‘the mechanism of rhythm proc-
essing consists of two neuropsycho-
logically different works, by the
examination of rhythm behavior of a
patient with an infarction involving
the corpus callosum. The present pa-
per is to confirm this hypothesis
vith additional data. The latter
part of this paper will clarify the
neuropsychological retation between
the two mechanisms of rhythm proc-
essing by the study of rhythm behav-
for of the patient of pure
anarthria.

TWO MECHANISMS OF RAYTOM PROCESSING
Split-brain patient’s rhythm
processing
It is often suggested that,

neurolinguistically, the processing
of prosody is one thing and the
processing of other linguistic ele-
ments such as syntactic structure is
another. Borden and Harris [1], for
example, proposed a model of speak-
ing in which they indicated separate
processors for prosody (including
rhythm) and for word order. Matsuba-
ra et al. [2], proved that prosody
especially FO control in speaking, is
independent of other mechanisms in-
volved in producing recurrent utter-
ances in aphasic patients. But it is
not known that rhythm is differently
processed from intonation (F0 con-
trol). Kashiwagi et al. [3) first
discovered that patients with in-
farction involving the forebrain
commissural fibers behave very dif-
ferently in fitting tempos in time
vith fast rhythm and slow rhythm.
Kohno [3)[4] ran a follow-up survey
on the patient by requesting him to

tap the table fitting various speeds
of rhythm and found that the pa-
tient's left hand cannot follow any
slov rhythms whose inter-beat inter-
vals (IBls) are more than 450ms, al-
though it can manage to follow the
fast rhythms whose 1Bls are less
than 330ms. llis right hand, on the
other hand, could properly tap in
time to the both rhythms.

Table 1 illustrates this phenome-
non.
Table 1. Tapping by a patient with
infarction in the corpus callosus
(male, 57 years old, right hander).
Yand Target Observed Inter-beat Intervals

Used | Tempo(iBI) | N|_NEAN O |rv. r
right [ 1080 1] 10001 651 464 -0.82

5¢0 8] 508.% .61 8.2] -0.28

250 6 261.9 2.1 10,9} #0.1%
left 1000 8] 8709 | 285.7[42.4] 40.%

500 99 1. | 1589 4] 40.07

250 §1 266. 8 36.0)13.6] #0.13
(r.v.=relative variance, r=autocor-
relations among the adjacent 1BIs)
Table 2 shows the comparative
data of a normal adult’s behavior
on the same task.
Table 2. Tapping by a normal adult(
female, 55 years old, right hander)
Rand | Target Observed Inter-beat Intervals
Used | Tempa({BI) | N| MEAY D jrv. T
right | 1000 63 10221 | 5219 8.1| -0.29

500 581 511 2.9 L5} 0.2

50 93] 251.% 10.8) L1] 40.48
teft 1000 §1; 10101 HRI XA

500 My S8 2.2 L8 -0.12

50 YRR 1.0 48] +0.0

The fact that the patient’s left
hand moves very differently not only
from both hands of the normal a-
dults, but from his own right hand,
and that this feature of movements
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can be seen when the tempos of sti-
puli swich from rapid rhythm to slow
suggests that the processing of slov
and rapid rhythms may be neuropsy-
chologically different from each
other. This hypothesis is supported
by the fact that negative autocor-
relations were detected among the
adjagent IBls in the slow response
beats by the right hand of the pa-
tient and by both hands of normal
adults, but never detected in any
responses of the patient’s left hand
which produced only rapid responses
even to slow stimuli and in the nor-
mal adult’s response beats to the
rapid stimuli (See the columns under
r in the above tables.) Let us ex-
plain the mechanism of keeping time
vith slow and rapid rhythms.

With slow rhythm, if subjects are
normal, they first get a general
tining measure listening to the met-
ronome, and then hit their first
stroke on the basis of this measure
Their stroke, however, in most
cases, misses the tareget, resulting
in a stroke that is too early or too
late. If the first stroke is early,
they try to lengthen the next beat-
interval to correct the timing. This
action, however, again misses the
target because of the overly-long
interval. Subjects then hit their
beat earlier in the second stroke by
the same psychological reasoning.
These reciprocal actions of earlier
and later strokes produce negative
autocorrelations. Therefore, we
might call this processing *analy-
tic’ ‘one by one’ or ‘prediction-
testing’ processing

With a rapid rhythm, hovever,
there is no time for subjects to
process each beat analytically.

They get the configuration of the
given rhytha in a flash and repro-
duce it in thelr tapping. We might
call this kind of processing ‘ho-
listic’ ‘all-at-once’ or ‘Gestaltic
processing. It never produces nega-
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tive correlations among adjacent
[Bls.

To confirm this hypothesis, we
carried out the following experi-
ments.

Experiment 1

Subjects, materials and method: The
rhythms with 250, 300, 400, 500, 750
1000ms inter-beat intervals wvere
each aurally presented by the metro-
nome, SEIKO Rhythm Trainer SQM-348,
to the twenty university students
majoring English and they were re-
quested to reproduce those rhythms
in the following tvo modes. Mode 1:
After having listened to the stimuli
for ten seconds, the subjects were
requested to do multiplication of
tvo digit numbers such as 27x 48,

and then to reproduce each rhythm
from memory by saying ta ta ta --.
Twenty seconds were allotted for the
calculation (If the calculation vas
finished by the end of the alotted
time (signaled by a bell), the sub-
jects had to vait). Sheets of paper
vere delivered on vhich.nUler}cal
formula vere described (e.g.,iz_) to
calculate and vrite the ansvers.
Mode 2: In place of calculation, the
subjects drew circles(O) on the pa-
per for twenty seconds, and then to
reproduce the given rhythm by saying
ta ta ta =-. All the subject’s re-
sponses vere tape-recorded and their
IBls were measured by the use of ON-
SE1KOBO NTT Advanced Technology.
Results: In order to know hov di-
verse each response is from its tar-
get, each response beat interval was
dealt with according to the follow-
ing formula:

(response beat interval —target
interval) + target intervalx100
(absolute value).

The results about the means of

differences from the targets are
shown in Tables 3 and 4.
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Table 8. Significance levels for
comparison of the means of dif-
ferences in the case of reproduc-
tion after calculation.
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Target Intervals (ns) | 350 | 900 | o | 50 | 188 {1
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but the memory of slow rhythas vhose
IBls are more than 400ms vas largely
disturbed by the task of calculatio
vhile the work of drawing circles

did not decrease the memory so wuch,
Table 7. Comparison of the means of

1w e B jasjopfoeniel

00 {11.3) B_fees | s |on

differences between the cases of re-
production after drawing circles an

T Tulw]  Ateresleslation

18 (11.1) n Target (ms) | Cir. —- Cal. | p.
1000 {21.1) 250 5:9 ¢ 1.0 | ¥
N<20 - 300 1.7 ¢ 11.2 XS

‘ !

ANOVA: F(5,114)=3.377  p<0. 01 00 TR
Table 4. The means of differences 750 8.8 : 18.3 | om
in_the case of reproduction of 1000 1.0 : 216 | o0

rhythms after drawing circles

Yacget Internats (ar) {10 |00 Jam Tom [ 150 | om
1 TRREITTIITEET

ANOVA: F(5,114)=0.959 N.S.

The results about the SD values
are shown in Tables 5 and 6.
Table 5. Significance levels for
comparison of SD in the case of re-

ANOVA: F(11,228)=4.47 p<0.01

Cir.: the case of reproduction after
drawing circles

Cal.: the case of reproduction after
calculation

p: significance levels

Table 8. Comparison of SD between

the cases of reproduction after

drawing circles and after calculs-

production after calculation.

Target ntervals (as)

(o e |1 [re0g

tion.

R 4L 288 e [anas [an
10 (6.8 Lo an ooy

00 (11.%) 0.00 [ 00t 00t { 00
00 (23.5%) Bl |
0 {21.9)

50 {30 1 LI
w1

N=20
Cochran's test: F=0.316 p<o. 05
Table 6. sD values in the case of

fegroduction of rhythms after draw-
i

ng circles.

(e el o) | |

Cochran's test: F=0.265 N.s

Tables 7 and 8 shov the d}ffer~
ences of responses between Modes 1
and 2 per each target rhythg

@11 the these tableg show the
rapid rhythms vhose [B]s are 250
a?d 300ms were vell-memorizeqd ¢
little disturbed by the tasks :;d
both drawing circles ang calculation

Target (ms) Cir. ~—~ Cal. | p |
250 5.83 : 6.81 | NS |
300 9.05 :11.90 | s
400 12,36 ¢ 23.65 | 0.01
500 18.33 21.99 | 0.0
750 15.15 ! 22.16 | NS
1000 18.05 ¢ 28.19 | 0.0

Cochran's test: F=(,235 p<d.01-
Discussion:  Slow rhythms with more
than 500ms IBls will be analyticallr
processed, as suggested by the study
of split-brain patient, and this a-
nalytic processing of rhythms may be
the same kind of act}ve task as cal-
culation, and therefore the reten
tion of this kind was interfered
¥ith by the calculation. The rapid
Thythm processing, which may be
holistic, however, is neuropsycho-
logically different from the work of
nultiplication, and therefore, it
¥as never disturbed by it. The work
of drawing circles is so simple that
It effected nothing on memory, just
like inmediate recalling after hav-
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ing heard the target rhythms (See
[41).

HIERARCHICAL STRUCTURE OF REYTHM
PROCESSING
The above-mentioned experiment

‘about the split brain patient’s

rhythm perception shovs an important
fact that the right hand of the pa-
tient can do analytic processing
vith slow rhythms, and at the same
time it can do holistic processing
vith rapid rhythms, while his left
hand can only do holistic one (only
folloy rapid rhythms). This suggests
that the analytic processing can be
carried out on the basis of holistic
processing, but not vice versa.
Kohno [4] explains analytic process-
ing, and says that if some person
has no ability to make up a general
Gestaltic map of tempo about the
given rhythm, it is impossible for
the person to fit it, even if the
given rhythm is a slow one. Fodor[6]
says that, in his model of listening
comprehension, the modules, fast and
holistic processing device, consti-
tute the preliminary processing
stage and the slow and analytic, but
accurate processing device, that is
so called Central Processing Mecha-
nism, makes up a primary processing
stage. All the above-mentioned in-
vestigations suggest that the analy-
tic and holistic processing act by a
hierarchical system - the holistic
may act as a basic structure, and
the analytic as a hyperstructure

Kohno et al.{5], on the other
hand, carried out series of experi-
ments using a patient of pure
anarthria, and found that the pa-
tient demonstrated too analytic idi-
osyncrasy, processing the fast
rhythms with 250ms IBIs by analytic
¥ay. In spite of this expreme analy-
tic tendency, the patient still
showed the existence of the produc-
tive sense unit (PrSU), couterpart
of perceptual sense unit, both of
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which are manifestations of human
being's holistic ability (cf.[4]).
The patient demonstrated the PrSU by
the pitch rise at the end of each
unit, a strange way of utterance
vhich is seldom heard in the normal
speech in colloquial Japanese. This
abnormal way of utterance, however,
automatically disappeared, as his
very slow speech rate became faster
on acount of rehabilitation. This
phenomenon therefore shows that pure
anarthria might be caused by the
suppression of holistic processing
by analytic processing, without de-
stroying the former. This phenomenon
also suggests the hierarchical
structure of rhythm processing.
(Full information of this study will
be given by printed paper.)
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THE PECULIARITIES OF LATERALIZATION OF SYLLABLE
PERCEPTION IN STUTTERING AND NORMAL CHILDREN,
E.S.Dmitrieva, K.A.Zaitseva.
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Russia.

} ABSTRACT

The stuttering and normally
speaking children of 4-16 years old
have been found to show the similar
mode of cerebral specialization age
development for syllable perception,
demonstrating left- hemisphere
superiority beginning from 8 years
old. This fact allow to suppose that
one of the possible reasons of stuttering
might be in some functions deficit of
the right, but not the left hemisphere.

INTRODUCTION
The investigation of central
mechanisms underlying such

disturbance of speech as stuttering is of
great importance, and it is seen from a
growing body of research and clinical
literature of the past two decades. Some
writers  have  supposed that a
neurological central dysfunction might
be an etiological factor in stuttering or a
predisposing or contributing factor to
the etiology of stuttering. The
theory, that account for such
dysfunction by the specific features of
functional brain asymmetry (FBA) in
stutterers, neuropsychological theory,
proposes that stuttering is caused by
["ia;)erram interhemispheric  relations”
Since stuttering usually appears in
childhood, data indicating which
disruptions in  hemispheric
interrelations are present in stuttering
children take on particular importance.
The hypothesis exists, that s.uttering
may be induced by an aberrance in the
formation dynamics  of functional
hemispheric specialization during
ontogenesis [e.g. 2-4 and some others].
Though there are not very many
studies  of FBA peculiarities in
stuttering children, they are also, as in
the case with adult stutterers, rather
contradictory. Some of the authors have
found certain differences in cerebral
laterality between groups of stutterers
and fluents both for perception of words

[2,4 1 and for perception of syllables
[e.g. 3], while others have shown that
stuttering children do not suffer any
significant abnormality  in  cerebral
processing [e.g. 5 ]. Though the results
of these not numerous studies are rather
controversial, a discrepancy in the data
seems to be not very dramatic. Even
the authors who reported the normal
(left hemisphere) mode of  speech
lateralization for verbal perception in
stutterers also marked the  specific
features of FBA for the latter, being of
mostly quantitative character. They are:
the lower magnitude of laterality degree
and the fewer significant right ear
advantages (REA) and more left ear
advantages (LEA) as  compared to
nonstutterers le.g. 3-5]. So the
consideration of  ontogenetic
peculiarities of syllable hemispheric
processing appears to be useful for
further exploration of the hypothesis of
"aberrant interhemispheric relations. "

METHODS

Participants.

A total of 55 stutterers and 52
nonstutterers participated in the study.
The age of subjects ranged from 4 to 16
years. and they were divided in 6 age
subgroups. The stuttering subjects were
selected from speech therapy programs
of the City Children Hospital and
Speech Pathology Department of St.-
Petersburg Institute of Ear, Throat,
Nose and Speech  Diseases,  where
‘hey were receiving  treatment  for
their stuttering. Normal subjects
were selected from ordinary kinder
garden and ordinary school. The
stuttering severity determined by a
physician had moderate or severe
ratings. The stuttering subjects met the
following selection criteria: (1) right-
handed according a brief handedness
test based on  Oldfield Handedness
Inventory [6]; (2) without traumatic
cerebral injures; (3) with normal
hearing according  tonal audiometry
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for the frequencies 0,5-4 kHz (4) of
average abilities and school
achievement. (5) They had no
previous research experience of such a
kind. All stuttering children were
matched  with nonstuttering  of the
same age and other selection  criteria.
There were approximately equal
numbers of girls and boys within each
age level.

Stimuli and Procedure

The dichotic listening test has been
used to reveal the interhemispheric
relations. It was composed of 60 pairs
of senseless CVC syllables. The
experimental program consisted of 5
blocks, comprised of 4 trials. In the
first block each trial consisted of one
pair of syllables; in the second block
each trial consisted of two pairs and so
on up to the fifth block, in which trial
consisted of five pairs of syllables. An
interval of 20 seconds was left between
trials  for subject's response. The
subjects were tested individually in a
sound attenuated room. The audio
tape was played to subjects at 60 dB
SPL. The test items were presented to
subjects through lightweight earphones
from a reel- to-reel stereo tape
recorder. The earphones were reversed
to counteract any imbalance in the
channels after each 5 blocks. The task
of the subject was to identify the
dichotically presented pairs of
syllables.

The younger children told their
identifications to the experimenter who
put them in the response sheet and the
children of 8-16 years old wrote their
answers in the response sheet by
themselves.

Analysis

Analysis of laterality was carried
out. A lateralization degree (LD) was
measured by the coefficient of
asymmetry (Cas). Cas was derived for
each subject using the widespread
formula Cas = 100(R-L/R+L), where
R (or L) is the number of stimuli
identifications correctly reported from
the right ( or left) ear. Using this
index Cas values of less than 0 indicate
LEA in a given task, and Cas values
of greater than 0 indicate REA. Values
of 0 indicate no ear difference. The
mean Cas scores for each age subgroup
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of subjects of  both types were
calculated. Then to test the statistical
significance of the means T-test was
used.

RESULTS

The results obtained show the greater
magnitude of LD in normal children
as compared to stutterers, but for the
age subgroup of the 4-5-year-olds,
where significant difference in LD
between stutterers and nonstutterers
has not been found. The LD is
dependent on the age of children of
both subject groups. Normal children
in the age range of 4-7 years old
demonstrate the decrease of absolute
value of asymmetry coefficient.
Beginning from 8 years old the Cas
increases, achieving its maximal value
in  the 12-year-olds. Stutterers
demonstrate the increase of absolute
value of Cas in the age range of 4-7
years, then the decrease of it between 7
and 8 years and then as in normals,
beginning from the 8 years one can
observe the increase of LD with its
maximum in 12-13-year-olds. Then
in 14-16 year-olds, in both normals
and stutterers, the Cas decreases until
values, similar to those, obtained for
adult subjects [7]. Thus the results
show the similarity of LD dependence
on the age both in normal and
stuttering children.

The analysis of the direction of
lateralization discovers the negative
values of Cas both for normals and
stutterers in the age range of 4-7
years. That is in this age the LEA or
right  hemisphere  dominance s
observed. The qualitative change of
lateralization takes place between 7-8-9
years in both subject groups. The
change of sign in the age of 8 years
demonstrates the shift of perception
advantage from left to right ear and
the REA or left hemisphere
dominance remains in all the subsequent
age subgroups both for stutterers and
fluents.

The advantage of the ear is not
absolute because the children of all age
subgroups, both normals and stutterers,
are shown to be divided in two parts:
with the REA and the LEA. The
number of children with the REA
increases in the age developmental



Vol. 1 Page 100 Session. 5.5

course. The stuttering children of the
6-7 years old is the exception: in this
subgroup the number of children with
the REA (13%) decreases as compared
to 4-5-year-olds (30%) and the number
of children with the LEA increases.

25 T
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-10 +
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Figure. Changes in cerebral
(1) and stutterers 2).

DISCUSSION.

The results of the resent
showed that both norpmal spe:l[(ligg
and stuttering  children evidenced
similar character of the FBA formation
In  ontogenesis for perception  of
syllables. However, some differences
were found to exist between the two
groups regarding the level of left-
emisphere dominance and the number
of chn!dren_ having atypical processing
ggvelodlchotxc fsyllables and  the

ment i i
o cogrse. of these variables in the

The results obtained
Stuttering children are COﬂSiS[ffI(]){ wti}tll?
the  previous literatyre in  which
Quantitative differences ip the age
d?\ll]elopmem of functional specializatign
g emispheres for the verbal perception
havq been found [2-4]. The left-
emisphere superiority  has
:ihlscovcred for stutterers beginning frielg
obe age of 8 years. The heterogeneit

served in the group of stytter 4
eoncerning  the number of ects
demonstraung left-or
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The ear preferences in th
age subgroups both in
stutterers are rather
observed in 65-75% ,
25-35% of children.

stable: the REA

Age (years)

asymmetry over age in two subject groups: nonstutterers

preferences is congruent to some extent
with the studies of some other authos
]. The younger stutterers (¢
-Year-olds) manifest fewer significan
right-ear preferences than the oldxr
y differ significantly in
their nonstuttering
counterparts. This fact is consistent wih
the above mentioned studies, but the
approximately

and nonstutterers, beginning from (¢

[2,3] reported such data only
or the older subgroup.
The present study indicate the similt

interhemispheric
syllable perception it
stutterers and normals.pe §
stuttering might b
Connected not only with the disturbanct
analysis, that
t to the left-hemisphere wok
strategy, but also with the activity of
the right hemisphere. The literatut
Suggests that normal
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children exhibit the LEA, i.e. right
hemisphere  specialization for speech
emotional information [8,9 ]. It has
been found also, that in perception of
emotional information an inversion of
dominance, (i.e. left-hemisphere
dominance for perception of emotions
in speech), in stuttering children as
compared to nonstutterers takes place
and remains as the main peculiarity of
the FBA in adult stutterers [4 ]. Thus,
the stutterers have been found to
demonstrate the qualitative difference
in cerebral processing of emotional
speech information as  compared to
normals while such difference has not
been revealed for both word and
syllable cerebral processing. This may
suggest the functions deficit of right,
but not left hemisphere in stutterers.
The supposed left-hemisphere overload
[10] might be caused by this
dysfunction. Since speech is a complex
performance, composed of multiple
components, processed in different
hemispheres [4,11] such overload
might  induce a disturbance in
hemispheric competition [12] and as a

result, the impaired  speech
performance - stuttering.
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ABSTRACT

This study investigated the merits of
the concept of communicative suitabi-
lity, i.e. judged adequacy of speech for
use in everyday communicative
situations, for assessing the quality of
stuttered speech. General acceptability
was also judged. Stutterers, non-
stutterers, and speech therapists served
as judges. Communicative suitability
seems a promising criterion to
realistically evaluate speech quality.

INTRODUCTION

Various methods have been
developed to normalize speech fluency
of stutterers. Some therapies use so-
called fluency enhancing techniques,
which affect prosodic and temporal
aspects of speech. A widely used cri-
terion for assessing the resulting speech
quality has been judged naturalness
(e.g.. {1,2]). It appears that fluency
shaping therapy changes unnatural
sounding stuttered speech into unnatural
sounding stutter-free speech. However,
it is difficult to evaluate this finding.
How exactly should the rather abstract
fmd global concept of naturalness be
Interpreted and translated to suitability
of speech for use in everyday life with
all its variation in communicative
settings, communicative goals, and
types of communicators? And to what
extent do judgments from "ordinary”
people, not involved in problems of
stuttering, differ from those given by
stutterers and speech therapists
specialized in stuttering?

The main goal of our study, then,
was to try and develop an alternative,
more sociolinguistically based approach
to the evaluation of stuttered speech

and explore the merits of the concept

of communicative suitability, i.e.

judged adequacy of speech for use in

everyday communicative situations.

Three questions were asked:

(1) Do suitability judgments vary as a
function of the situation?

(2) Do suitability judgments of stutter-
ers, speech therapists, and non-
stutterers differ?

(3) How do suitability judgments
relate to general acceptability?

METHOD

Speakers were 10 stutterers and 10
non-stutterers. The 10 stutterers took
part in the Dutch adaptation of the
Precision Fluency Shaping Program
[3]. They were recorded three times:
pre-treatment, immediately after
treatment  ("post-treatment”) and six
months after treatment (“follow-up
treatment”). All were males, of varying
ages and from varying educational
backgrounds. Many had a regional
accent. The 10 non-stutterers, matched
for sex, age, education, and accent
with the 10 stutterers, served as
distractors and as a reference. The
stimuli for the judgment experiment
consisted of 45 sec semi-spontaneous
speech samples. They were presented
to three groups of each 17 listeners: (1)
“ordinary®, non-stuttering adults, (2)
speech  therapists  specialized in
stuttering, and (3) stutterers involved in
stuttering modification therapy [4]. The
51 judges rated suitability scales
(1=completely unsuitable, 10=perfect-
Iy suitable) for communicative situa-
tions varying in (1) the setting (private
versus public domain), (2) the number
of persons spoken to (single versus
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multiple interlocutor), (3) the relation
to the person spoken to (known versus
unknown interlocutor). and (4) com-
municative function (social versus in-
formative). Plausible combinations of
these four factors resulted in the ten
communicative situations listed below,
ordered from most informal to most
formal. Uneven numbers refer to
situations stressing the social function,
even numbers to situations stressing the
informative function, except for 9 and
10, where the distinction could not be
made.

+ private, + single, +known
1. talking about everyday events with
a friend
2. telling a housemate about one’s
new job
+ private, - single, + known
3. chatting with housemates during a
party game
4, giving a speech at a family
celebration
- private, + single, + known
5. making conversation with a friend
in the train
6. ordering bread from the baker
around the corner
- private, + single, - known
7. getting into contact with a stranger
on the bus
8. asking a bypasser for directions
- private, - single, - known
9. instructing a group at a dancing
school
10. giving a lecture to a newly founded
professional association

After judging the suitability of the
speech sample for each situation, the
listeners rated the general acceptability
(1=completely unacceptable, 10=per-
fectly acceptable) of each speech
sample on a separate, eleventh scale,
not tied to a specific situation.

The reliability of the ratings was
assessed, separately for the 11 scales
and the 3 listener groups, by means of
Cronbach’s alpha. All alpha’s exceeded
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.95, which shows that all three groups
of listeners agreed on the relative
suitability of the speech samples for use
in various communicative situations and
on their general acceptability.

RESULTS AND DISCUSSION
Separate analyses of variance were
carried out for the suitability ratings
and the acceptability ratings. The level
of significance was set at 5%. We will
only present and discuss significant
effects directly bearing upon the three
questions asked in the introduction.

Do suitability judgments vary as a
Sunction of the situation?

The factor “situation” had a significant
effect on the suitability ratings,
explaining as much as 27% of the
variance. This means that judges
strongly differentiated their judgments
depending on the specific character-
istics of the communicative situation in
which the speech was supposed to be
used. The ratings for the ten commu-
nicative situations are listed in Table 1.
The data show that the order of judged
suitability corresponds with degree of
formality: speech was judged least sui-
table for the most formal situations 9
and 10 and most suitable for the least
formal situation 1. The other situations,
with intermediate degrees of formality,
received intermediate ratings of suita-
bility. This holds for the stuttered
speech at different stages of treatment
as well as for the reference speech. So,
judges consistently place higher
demands upon the quality of speech as
the situation is more public, involves a
greater number of less well-known
interlocutors, and focusses more on
information transmission.

We think that the variation in the
height of the suitability ratings has to
do both with linguistic and extra-
linguistic factors. At the linguistic
fevel, intelligibility can be assumed to
play a role. That is, the typical charac-
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teristics of formal communicative situa-
tions, e.g. high information density,
listener(s) unfamiliar with (the speech
style of) the speaker, large distance
between listener(s) and speaker, require
speech that is clearly enunciated, with-
out deviant and unpredictable proper-
ties. This would be a functional reason.
At the extralinguistic level, there are
social conventions, which dictate, for
example, a particular style of clothing
(tie, suit) but also a particular style of
speaking, represented by the standard
variety (RP, standard Dutch), without
pathological or dialectal deviations.
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Do suitability judgments of
Stutterers, speech therapists, and
non-stutterers differ?

There was a significant effect of
the factor "type of judge”, accounting
for 9% of the variance. The mean
suitability ratings, averaged over the
four types of speakers, given by the
stutterers, therapists, and ordinary
people were 5.9, 5.6, and 4.6,
respectively. So, the data reveal that
overall ordinary people are consid-
erably less tolerant in their judgments
than therapists, who in turn are some-
what stricter than stutterers. This

Table 1. Mean judged suitability (1=completely unsuitable, 10=perfectly suitable) of
s{une(ed speech (pre-, post-, follow-up) and reference speech for ten communicative
situations. In the last column overall means, which have served as the basis for the

ordering from lowest to highest suitability.

No | Context Pre Post Fol.‘ Ref. All
9 | group/instructions 2.4 3.0 3.5 5.7 3.6
10 | association/lecture 24 3.1 3.6 5.8 3.7
4 | family/speech 3.2 4.1 44 6.7 4.6
7 | stranger/bus 3.9 4.9 5.2 7.3 5.3
8 | bypasser/directions 4.2 5.4 5.6 7.5 5.7
6 | baker/bread 4.5 5.7 5.8 7.6 59
5 friend/train 4.8 5.7 6.0 7.7 6.0
3 | housemates/party game | 5.0 5.7 6.1 7.7 6.1
2 | housemate/job 5.1 5.8 6.1 7.7 6.2
1 | friend/everyday events | 5.4 6.0 6.4 8.0 6.4
All 4.1 4.9 5.2 7.2
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pattern emerged for each speaker group
separately as well. Perhaps therapists
and stutterers are less sensitive to
deviations in speech as a result of
repeated exposure to deviant speech.
Apparently and quite remarkably, the
differential sensitivity would hold not
only for pathological deviations such as
stutters, but for dialectal aspects of
speech as well (as mentioned under
Method, many reference speakers had
regional, non-standard accents). Also,
therapists and stutterers may be milder
because they know from experience
how difficult it is get rid of deviant
speech characteristics. The difference
between ordinary people on the one
hand and therapists and stutterers on
the other holds particularly for the less
formal situations (the interaction be-
tween "situation” and "type of listener”
accounts for 2% of the variance).

How do suitability judgments relate
to general acceptability?

The mean general acceptability ratings
closely resemble the results for the
suitability data averaged over ten
communicative situations. The accept-
ability ratings of 3.6, 4.5, 4.9, and 6.9
for the pre-treatment, post-treatment,
follow-up treatment, and reference
speakers can be compared to the
suitability ratings of 4.1, 4.9, 5.2, and
7.2. The acceptability ratings of 5.6,
5.0, and 4.3 for the stutterers,
therapists, and ordinary people can be
compared to the suitability ratings of
5.9, 5.6, and 4.6. Also, for both types
of judgments similar patterns of
significant effects were found. The
grand mean of the general acceptability
ratings is 5.0, which constitutes the
exact midpoint of the suitability
continuum as used by the judges, with
the extremes 3.6 and 6.4.

CONCLUSION
Communicative suitability appears
to be a useful approach to assessing
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speech quality since it does justice to
everyday reality where different
demands are placed upon speech
depending on communicative settings,
interlocutors, and goals. It is further
shown that it is dangerous to generalize
judgments from persons used to
stuttering, such as speech therapists and
stutterers, to the type of people
stutterers will usually interact with in
everyday life. The norms of the latter
appear to be stricter. These findings
should be taken into account when
evaluating the communicative con-
sequences of stuttering and the effects
of stuttering therapy. Finally, general
acceptability appears a useful scale to
measure "average” suitability. Further
research is needed to examine the
relationship between general accept-
ability and naturalness.
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PHONOLOGICAL SIMILARITY EFFECTS
IN CANTONESE WORD RECOGNITION

Anne Cutler (MPI for Psycholinguistics, Nijmegen)
and Hsuan-Chih Chen (Dept. of Psychology, Chinese University of Hong Kong)

ABSTRACT

Two lexical decision experiments in
Cantonese are described in which the
recognition of spoken target words as a
function of phonological similarity to a
preceding  prime is investigated.
Phonological similarity in first syllables
produced inhibition, while similarity in
second syllables led to facilitation.
Differences between syllables in tonal and
segmental structure had generally similar
effects.

INTRODUCTION

The vocabulary of a language contains
hundreds of thousands of words, all made
up of a very small number of building
blocks: phonemes. The phonemic
inventory of a language is reckoned not in
the hundreds or thousands of items but in
the tens (Maddieson [1] lists phoneme
inventory ranges from 11 to 141, with a
median of 28-29). Thus most words have
close phonological neighbours - other
words whose sound pattern is only
minimally different.  The process of
spoken-word  recognition  involves
distinguishing a heard word from other
words it might possibly be, and recent
research in this area has supported the
proposal that recognition involves a
process of active competition between
phonologically  similar  words  (sce
McQueen, Cutler, Briscoe and Norris [2]
for a review). Thus recognition is clearly
affected by the presence of phonologically
similar words in the vocabulary.
However, whether spoken-word
recognition can be affected by prior
processing of phonologically similar
words is as yet uncertain.

Only few studies have examined the
recognition of spoken words as a function
of immediate prior auditory presentation

of another word similar in sound;, from
these differing, in part apparently
incompatible, results have emerged (in
fact, cross-modal studies have also
produced conflicting results, but this large
literature is beyond the scope of the
present report). For example, Slowiaczek
and Hamburger [3], using a word
repetition task in English, found that
overlap of initial phoneme between prime
and target (e.g. smoke-still) facilitated
response latency, but overlap of three
phonemes (stiff-still) inhibited it. Radeau,
Morais and Dewier [4], also using word
repetition, but in French, found only
inhibition effects regardless of amount of
overlap. They found similar interference
also with the lexical decision task.
Emmorey [5] used lexical decision in
English and found facilitation for certain
pairs sharing the final syllable (e.g.
tango-cargo). Zhou [6] (to our knowledge
the only study of this kind in a Chinese
language) presented listeners with pairs of
bisyllabic Mandarin words, and found
(like [5}) facilitation if the pairs shared the
final syllable, but (similarly to [3] and [4])
inhibition if they shared the first syllable.
Mandarin is a tone language, with a
four-tone  system; its phonological
inventory is small and there is very
extensive homophony. We hcre report
two experiments, in many respects similar
to  Zhou's, cxamining spoken-word
recognition in Cantonese as a function of
phonological similarity between the
response target and a preceding word
Cantonese is also a tone language, but has
a much more complex tonal inventory (@
nine-tone  system, of which three
"glottalised" tones occur only on certain
syllable types), as well as a more varied
phonological structure than Mandarin.

|
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EXPERIMENT 1

Materials

96 pairs of bisyllables were
constructed; each pair comprised prime
plus target (response item). Half of the 96
targets were nonwords. Of the 48
real-word targets, one quarter had a
phonologically and semantically unrelated
prime (a baseline control condition; e.g.
the words for scarf-tomato). A further
quarter had a semantically but not
phonologically related prime (e.g.
piano-guitar; a further control to ensure
that conditions for inter-word effects had
been met). The remaining 24 items had a
phonologically related (but semantically
unrelated) prime; prime and target shared
initial syllables but differed in second
syllables. In 12 items, the second syllable
differed in tone (e.g. ji6liud "treatment” -
Ji6liu3 "feed"); in 12, it differed in rime
(e.g. todful "peach flower" - to4fool
"butcher"). In all cases the overlapping
syllables were morphologically different.

Subjects and Procedure

32 students at the Chinese University
of Hong Kong were tested individually in
the experiment; all were native speakers
of Cantonese with no reported hearing
impairment. 16 subjects in the priming
group were instructed to listen to the pairs
of bisyllables and to decide, as quickly as
possible, whether or not the second was a
real word of Cantonese, and to signify
their response by pressing one of two
response keys (labelled YES and NO) in
front of them. For the remaining 16
subjects the targets occurred without
preceding primes and subjects were
instructed to make a lexical decision for
each word. The stimuli, which had been
spoken by a female native speaker of
Cantonese and digitised (at a sampling
rate of 22 kHz), were presented over
Sound MD-802A headphones at a
comfortable listening level. Prime-target
ISI was 400 ms. Stimulus presentation
and response timing were controlled by a
Macintosh IIsi computer.
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Figure 1. Mean differences between
experimental  (priming) and control
(no-priming) group RT (measured from
word offset) for the four prime conditions
of Experiment 1. U: Unrelated prime; S:
Semantically related prime; P[T]:
Phonologically  related prime  (tone
difference in second syllable); P[R]:
Phonologically  related prime (rime
difference in second syllable).

Results and Discussion

Each missing data point was replaced
by the mean response time (RT) for the
same subject in the same condition.
Analyses of variance across subjects and
items revealed significant differences
between the four conditions and an
interaction of the condition factor with the
priming/no-priming  group factor; this
interaction was examined via r-tests (again
across subjects and items separately)
comparing groups in each condition.
Figure 1 shows the between-group
differences.  In the unrelated-prime
condition, the groups differed by just 16
ms, a statistically insignificant difference
(/1 and 22 < 1). Thus there are no
inter-group differences per se. With
semantically related primes, there was a
highly significant facilitation for the
priming group (¢1 [15] = 3.62, p <0.003;
12 [22] = 3.16, p < 0.005). Thus the
experiment is sufficiently sensitive to
exhibit priming where this occurs.
However, neither phonologically
related-prime condition showed
facilitation effects; in contrast, in both
groups there was, rather, inhibition, i.e.
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RTs were slower than in the baseline
condition, atthough this effect did not
reach significance in either condition.
Thus recognition of a spoken
Cantonese word is not facilitated, and may
indeed be inhibited, by having just heard
another word beginning in the same way.
Alterations of rime and of tone between
prime and target have exactly parallel
effects. The pattern of findings parallels
reported results from English and French,
when the overlap encompasses several
phonemes, and data from Mandarin. Itis
an effect which is consistent with
competition-based models of spoken-word
recognition (see [2]) in  which
simultaneously activated words may
inhibit one another's recognition.

EXPERIMENT 2

Materials, Subjects and Procedure

The materials were constructed exactly
as in Experiment 1, except that in the 24
phonologically related pairs the difference
between prime and target occurred in the
first rather than the second syllable.
Again, the difference involved tone in 12
pairs (e.g. todwa6 ‘“picture" versus
to2wa6 "dialect") and rime in the other 12
pairs (si6yip6 "“career" versus sue6yip6
"leaf"); the second syllables of prime and
target were always phonologically
identical and morphologically different.
32 subjects from the same population
participated in the experiment; none had
taken part in Experiment 1. The procedure
was as in Experiment 1.

Results and Discussion

The data were analysed as for
Experiment 1; Figure 2 shows the
between-group differences for each
cogdition. Again there was a significant
main effect of condition and a significant
mteraction between conditions and groups
in the analysis of variance; again, the
between-group  difference  ip the
upre}ated-prime condition (6 ms) was not
sngmﬁc?nt (both 11 and 12 < 1), but there
was a significant facilitation effect in the
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semantically related-prime condition (1|
{15]=3.27, p <0.005; 12 {22] = 4.52,p<
0.001). For the two phonologically
related conditions, the results of
Experiment 2 differed from those of
Experiment 1; there was facilitation
instead of the inhibition observed
previously.  When the first syllable
differed in rime, the difference between
groups was significant (1 [15] =3.12,p<
0.007; 12 [22] = 3.67, p < 0.001). For the
condition in which the first syllable
differed in tone, the difference between
groups was only half as large, and did not
reach our criterion of significance (¢ [15]
=1.12; 12 [22] = 1.47).

60

Exp-Control RT(ms)

P(T) P(R)

Figure 2. Mean differences between
experimental  (priming) and control
(no-priming) group RT (measured from
word offset) for the four prime conditions
of Experiment 2. U: Unrelated prime; §:
Semantically  related prime; P(T]:
Phonologically related prime  (tone
difference in first syllable); P[RI:
Phonologically related prime  (rime
difference in first syllable).

Thus recognition of a spoken
Cantonese word appears to be facilitated
by having just heard another word ending
in the same way. Again, the results from
Cantonese parallel those from English[3]
and Mandarin [6]. Again, alterations of
rime and of tone between prime and target
appear to pattern similarly, although when
the first syllable differed in tone less
robust facilitation was observed than whet
the first syllable differed in rime.
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GENERAL DISCUSSION

Qur two experiments on phonological
similarity in spoken-word recognition in
Cantonese  motivate two  general
conclusions. Firstly, effects of
phonological ~overlap between two
bisyllabic words differ as a function of
whether the overlap is located in the
words' first or second syllable. Secondly,

differences between syllables in tonal and

in segmental structure have in broad
outline similar effects.

Apparent  contradictions  between
previous studies may therefore reflect
differences between the types of
phonological overlap manipulated. In
English [3] and French [4], inhibition
occurs when successively presented words
overlap in the first few phonemes; the
same result occurs with an initial syllable
overlap in Mandarin [6] and, as the
present study shows, in Cantonese. In this
respect there may be little cross-linguistic
difference. The findings so far do not
allow us to decide whether the overlap
must involve integral syllables or merely
any word-initial portion. We suggest that
the latter is the simpler option. Certainly
it is fully compatible with our preferred
explanation of the inhibition effect,
namely that competition between
simultaneously activated word candidates
inhibits recognition of a target word.

Facilitation effects of phonological
overlap in word-final position have also
now been observed in more than one
language: English [5], Mandarin [6] and,
in the present study, Cantonese. In none
of these experiments was this facilitatory
effect due to morphological priming
(recall that, like Zhou, we exploited the
unique properties of Chinese languages to
use prime/target overlaps which were
syllabic but not morphological); however,
%t would be interesting to examine whether
1t might have its origin in a processing
strategy  designed to exploit the
overwhelming tendency across languages
for affixes to occur predominantly in
suffix position [7].

Session 6.1

Vol. 1 Page 109

In Zhou's -experiments, and in the
studies in European languages, the
non-overlapping portions of the prime and
target pairs were completely different; in
our experiments they differed only in tone
or in rime. The similarity between the
present results and those from other
languages thus suggests that either a tonal
or a segmental difference is sufficient
fully to distinguish between words, i.e.
that tone functions analogously to
segmental structure in spoken-word
recognition. The parallel effects of the
tone and rime difference manipulations
(inhibition in Experiment 1, facilitation in
Experiment 2) further support this
conclusion.
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DIFFERENTIAL USE OF TONAL AND SEGMENTAL INFORMATION
IN LEXICAL DECODING DECISIONS IN CANTONESE

Rosemary Varley, Sandra P. Whiteside & Yuet Yee Yim
Speech Science, University of Sheffield, Sheffield S10 2TA, United Kingdom

ABSTRACT

The study investigated the perceptual
processing of tonal and segmental
information in Cantonese. The
hypothesis that the processing of tonal
information was more robust was tested
by presenting 40 young adult subjects
with stimuli masked by white noise.
Two experimental conditions were
developed: free-choice and forced-
choice. In both conditions, the results
showed a significant primacy of tonal
information over segmental information.

INTRODUCTION

The project investigated whether
speakers of a tone language (Cantonese)
show a preferential use of tonal over
segmental information in lexical
decoding.  Acquisitional research
supports the early acquisition of tonal
information over segmental [1], and
ancecdotal evidence from L2 learners of
Cantonese suggests that whereas
segmental errors can be assimilated by
native Cantonese speakers, tonal errors
have more profound effects on
comprehension. Specifically, where the
L2 learner makes a tonal error, the
listener appears to make an assumption
that the tonal information is as given, but
that the segmental form is at fault.
Evidence from brain-damaged speakers
also suggests that segmental information
is more vulnerable to disruption than
tonal [2}.

_These observations suggest a
primacy in the processing of tonal
information over segmental. This study
subjected this hypothesis to experimental
test by placing listeners in marginal
listening conditions and observing
whether there was preferential use of
tonal or segmental information.

The tonal system of Cantonese consists
of six contrastive tones [3). There are
three level tones, differing in pitch
height; high-level (tone 1), mid-level
(tone 3), and low-level (tone 6), and

three contour tones; high-rise (tone 2),
low-rise (tone 5), and low-fall (tone 4)
There are also three clipped or entering
tones, but these are regarded
allophonic variants of the high, mid, an{
level tones as they occur only in CVC
syllables where the final consonant is fp,
t, k/. Tones which share simily
contours or starting heights have been
shown to be confusable {3, 4, 5].

METHOD

In the first stage of the study, 41
triplets of words were identified. Eah
triplet included a stimulus word, a tord
minimal pair (same segmental form &
the target, but different tone) and2
segmental minimal pair (same tor,
different segmental form). For exampl,
for target /kun3/, tonal pair /kunl,
segmental pair /pun3/. The minimd
pairs were all highly confusable with
target item. The tonal pairs involved
tones 1-3, 2-4, 3-4, and 2-6. (There
also a further sub-set of highly
confusable tone pairs which inclue
tones 4-6, 3-6, and 2-5, but we wer
unable to identify triplets including thes
pairs). Segmental confusability norms
are not available for Cantonese and %
extrapolations were made from English
norms [6]. Segmental pairs involved
following contrasts: /p-k, t-p, ph-th, pir
kh, th-kh, s-f, j-w, j-1, w-l/.

Stimulus Preparation

An adult female native speaker o
Cantonese (PY) read the list of targd
stimuli in a sound proof room. This i
also included an introductory phrase
and a prompting phrase (PP). The
recording was made on a SONY TCD
D3 DAT recorder. The word stimulk
IP, and PP were digitised using 2 |
Computerised Speech Lab (CSL) mod
4300 at a sampling rate of 20 kHz
amplitudes of the word stimuli were then
scaled to a mean of 53 dB using
CSL.

These lists were used to record
test stimuli with white noise from
CSL onto a SONY DAT machine. Twe
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white noise was sampled at 20kHz and
had an amplitude of 62 dB, to give a
mean signal to noise ratio value of -9dB.
The speech signal was output o the left
channel and the white noise to the right
channel. The two signals were then
output through a mono channel which
was then converted into a stereo channel
so that both the white noise and the
speech stimuli would be played back in
both ears. This was done to control for
any bias effects which could have
resulted from selective attention listening
strategies.

Each set of stimuli included two
practice items. An IP was included at the
start of both the practice items and the
listening items. Each stimulus was
preceded either by an IP (at the start) or
a PP. This was done to draw the
attention of the listener to the stimuli and
to familiarise the listeners with the
speaker's voice. This is particularly
important in tonal perception, where a
decision regarding the identity of a tone
is relative to the speaker's indexical
pitch.

The stimuli were arranged into four
random orders. As subjects completed
two experimental conditions, each
subject received the stimuli in different
random orders across conditions, and
within conditions, half of the subjects
received stimuli in one random order,
and the other half in a second.

Subjects

Forty young adult subjects (20 male,
20 female) completed the task. Ages
ranged from 19 to 26 (mean 21.8, sd.
1.68). All subjects had Cantonese as
their L1 and their home language. They
reported no hearing problems. All
subjects were students in tertiary
education.

Procedure

Two experimental designs were
developed to test the hypothesis: free-
choice and forced-choice. In the free-
choice design subjects were required to
listen to a stimulus word and to write
down what they thought they had heard.
Responses were examined for the
relationship between the stimulus and
the character written down and were
analysed into the following categories:
stimulus; tonal-response (same tone,
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differcnt segmental form); segmental
response (same segmental form,
different tone); and "other’ (for example,
both the tone and the segmental form
differed from that of the stimulus). In
the forced-choice design, subjects were
played a distorted syllable and were
required to select from two choices the
syllable that they thought matched the
one they had heard. The two response
choices were the segmental minimal pair
and the tonal minimal pair, but the actual
stimulus word was not given as a
response choice.  Preferential use of
tonal or segmental information was
noted.

All subjects were tested individually
in sound-damped booths. Test tapes
were played on a Sony Stereo Cassette-
Corder (TC-D5M), and subjects listened
through AKG Dynamic System (K135)
headphones. The test procedure took
approximately 30 minutes for each
subject. The order of the free and
forced-choice tasks was not
counterbalanced. The free-choice task
was presented first so that given
responses for the forced-choice task did
not influence response in the free-choice
condition.

RESULTS

Due to occasional errors in the data
collection phase, not all subjects made
decisions on all 47 stimuli. Data were
therefore converted into percentage
scores to permit comparisons.

Free-choice condition
Table 1 shows the percentages of
responses classified into each category.

Table 1. Percentage of free-choice
responses by category and sex.

Stim. | Tonal | Segm. | Other

Male
mean |41.48 [42.98 16.52 |8.97
sd. 7.74 17.56 ]4.07 ]3.20

Fem.
mean |42.20 }42.87 {5.39 |9.51
sd. 10.12 |6.56 |3.21 }16.91

The pattern of performance between
male and female subjects was very
similar and therefore data from the two
groups were combined for subsequent
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analysis. The data show that despite the
distortion of the stimulus word, subjects
were able to decode the tonal
information of the syllable on
approximately 84 percent of trials.
Segmental information was more
vulnerable to disruption and was
accurately decoded on approximately 47
percent of trials. It was rare for
segmental information to be decoded but
for the tone not to be correctly
perceived.

Diffqrences between response
categories were compared with
Wllcoxpn signed-rank tests.
Comparisons were non-significant
between target and tonal responses. All
other comparisons were significant
(target score > segmental and other
scores p>0.01 (T = 0 and 1
respectively), tonal scores > segmental
and other scores p>0.01 (T = 0), and

other score >segmental
agpy g score p>0.01 (T

Forced-choice condition

Table 2 shows the percentages of
tonal or segmental responses made by
subjects on the forced choice condition.

Table 2. Percentage of tonal and

segmental responses on th
& e forced-
choice task, by sex. Jorced

Tonal Seg.tal

Male mean  162.65 [37.35
sd. 21.76

Female | mean 68.26  131.75
sd. 20.74

Inspection of the data su i
d : ggests that ag:
ei'e 18 no obvious difference bets\id:r:
g)la.e and female subjects and therefore
eir results were combined. Subjects
&rﬁg:‘reg;xall)é used tonal information
. “n placed in the forced-choj
igluanon. Comparison with a Wilzog:)(r::
[lgt[:gd Tanks test revealed the difference
i(s) nof;Qg:;Ef:in%(T: 126.5,p<().01) It
n e, however, that subie
utilised a Segmental-decoding sll]rzi‘l?[s
g]lorefoflen than one might predict frorr):
t g. tree-choice situatjon, Certain
1f1(1) rn:d::llf'sh(l)wed a marked preference
icular response t
example, 13 subjects ch The ot
ose th
Tesponse on over 809% of trials;eslt:z)nnagl
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segmental response choices were e
ev1den;, with only two subjects
producing 70% or more segmeny
responses.  Spearman correlatio
coefficients were calculated betwes
tonal responses on the free and forsf
choice paradigms, and also on segmenta
responses across the two paradigns,
Both figures for rho were very low af
non-significant (tonal choice rho =
0.196, segmental rho = 0.001). Tk
higher segmental responses may
therefore reflect the effects of chang,
and also in the more constrained forcet
choice task, the results of selectiv
attention strategies.

DISCUSSION

The results of the perceptul
expeniments revealed findings consisten
with the initial hypothesis that the
decoding of tonal information showed
primacy over segmental decoding
Subjects were able to perceive the comes

", tonal information on over 80 percent of

“trials on a free-choice task, whilst the
segmental information was correct on
less than half of the trials. Similarly,
when placed in a situation where the
listener had to choose a character which
matched a distorted stimulus, subjects
showed a preference for selecting te
response choice which matched the
target in tone, but not in segmental fom.

There are a number of possibilitiesin
accounting for this result. The firstis,
in line with our experimental hypothesis,
that the perception of tone is in some
way primary in the recognition systems
of tone language users. But primacy
here does not mean temporal primacy.
Segmental and tonal perceptul
processes are likely to happen in parallc:
one could not envisage a perceptual
system which 'held’ on segmentd
information until a tonal decision had
been made. It may be that the

processing of tonal information is 3
more rapid process. On a mathematica
basis, there are only six contrastive
tones in Cantonese, but many moR
possible segments and theif
combinations. As the tone paradigm s
smaller,.then decisions will be madt
more quickly. This might then suggest
that the phonological lexicon will

organised around tone - the rapid tondl

decision permittin g a narrowing downo
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the possibilities in matching an input to a
stored representation.

A second possibility is that our
results are more simply an artefact of our
experimental design. There are two
possibilities here. The first is that our
segmental minimal pairs were more
confusable than the tonal ones. Whereas
it was possible to select or extrapolate
from English norms highly confusable
consonants, we were unable to identify
triplets including the very highly
confusable tone pairs. The absence of
such triplets may be an example of
avoidance of contrasts in a single
language which pose heavy demands on
perceptual systems.

A second explanation of the results is
that the white noise masking is more
likely to distort the acoustic information
necessary for segmental (especially
consonantal) perception than the lower
frequency information involved in tonal
discrimination. Preliminary analysis of
free-choice errors supported the idea that
some errors were an artefact of the
experimental design. Consonant errors
for example were more frequent than
vowel errors: suggesting that the lower
frequency information of vowels and
diphthongs (and also therefore tones)
was more robust in the white noise
masking used in this study. It was felt
however that all the results could not be
totally dismissed as artefacts. The
experiment used blanket masking of the
signal, but the speech signals varied
temporally in amplitude. This meant that
the vowel/ diphthong nuclei and formant
transitions in particular were most robust
to the masking than consonantal features
like frication and plosion. Given this we
would have expected listeners to use the
formant transition patterns to opt for
more segmental judgements over tonal
judgements. However as was noted
above this was not the case and listeners
tended to opt for tonal judgements.
Furthermore some of the distinctions
between the tone pairs used in this study
were signalled at the tail-end of the

vowel (3], and therefore were subject to
the same level of masking as consonant
cueing transitional information, Despite
this, listeners tended to opt for the tonal
decisions. A study on Mandarin Chinese
tones [7] found that the perception of
tone was robust to various filter
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conditions. Here listeners were still able
to make tone-phoneme identifications
with missing acoustic information. This
lends further support to our findings
which illustrate the primacy of tone in
the perceptual systems of tone language
users. Further research is planned in this
area.
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UPWARD FO TRANSITION N FALLNG-FALLNG TONES AND
RISNG FO PART N FALLNG-CONVEX TONES

Maocan Lin
Institute of Linguistics, CASS, Beijing, China

ABSTRACT

The results of acoustic ana-
lysis and perceptual experi-
ment indicated that the in-
formation of tones is mainly
carried by the syllabic vowel
and its adjacent transition,
The upward FO transition in

VeV .and W  with falling-
fa}l1ng tones of Standard
Chinese is not  perceived,

because the durations of the
upward FO transition only have
§9ms and 60ms in average and
1t. occurs durning the non-
vo;celess initial and its
aqjacent transition. The dura-
tions of the rising FO part of
FO in VCV and VV with falling-
convex  tones of the Chinese
dialect of Fuzhou have 167ms
gnd 140ms and it occurs durn-
ing the syllabic vowel and its
gdjacent transition, therefore
it can be perceived. ‘
1, NTRODUCTION
‘ The FO0 transition in the
intersyllable that the second
gy?lgble is with non-voiceless
initial was discussed in our
paper (1]. Acoustic data from
two  tone languages  were
presented to demonstrated that
the perceived segmental struc
;;u;§81§ in important factor
interpr i
bk o pretation of FQ ag
In this paper, acoustic anal-

ysis and perceptual experiment
were done on falling-falling
tones in VCV(c=/m,n, /) and W
of Standard Chinese  and
falling-convex tones in VCV
and VV of the Chinses dialect
of Fuzhou to discover why the
upward F0 transition is not
perceived and the rising FO
part in convex tone s
perceived.

L. FALLNG-FALLNG TONES N VCV AND
W OF SC

In disyllabic utterances
with falling-falling tones and
a voiced intervocalic segment,
the. FO must change from low-
ending on the first syllable
to high(falling) on the second
sy}lable, the upward FO transi
-tion in the intersyllable
being formed
2.1 FO and amplitude (Am)

_15 disyllabic utterances
with falling-falling tones in
VCV. and VV were uttered by a
native male speaker of Beijing
Mandarin. A formant transition
are formed in the inter-
syllable, The perceptual bound
-ary of the first syllable and
thg second syllable with non-
vglceless initial was deter-
mined with the trancation
method (2]. In the Fig.1.1, the
pgrceptual boundaries were in-
dicated with "a-bh". The second
syllable, therefore, started
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with "6".

it can be seen in Fig. 1. 1
that the starting-point of the
upward FO transition occurred
within "a-b". The duration of
the upward FO transition in
the second syllable, However,
was counted from the point "b".
The magnitude of FO in the
upward transition was about
25Hz. The duration of the up-
ward transition of FO was 89ms
and 60ms in average in VCV and
W, amounting to 38% and 30%
of the whole duration of the
second syllable, respectively.
A Am curve in the second syll-
able being with flat-topped
2.2 Carrier of the information
of tones in S.C.

In this experiment, the dura
-tion of 120ms in each sti-
mulus was selected, because a

vowel duration greater than
100ms was required to optimize

movement feature perception(3].

It can be seen in Fig.1.2.1
that the highest sensitivity
to falling pitch in the first
syllable was stimulus 8(140-
200ms), and the stimulus was
made from the syllabic vowel
and its adjacent transition;
the highest sensitivity to the
falling-pitch in the second
syllable was stimulus 25( 480-
600), and the stimulus was
made from the syllabic vowel
and its adjacent transition.
However, the sensitivity of
the stimulus covering the
vocalic-ending in"{" [tiao ||
and the nasal coda in {E"[ n

|1 were lower than that cover
~ing the syllabic vowel;  the
stimilus covering the vocied
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fricative initial didn't be
identified as falling pitch.

It can be seen in Fig.1.2. 2.
that the highest sensitivity
to falling pitch in the first
syllable was stimulus 4(60-180
ms), and the stimulus was made
from the syllabic vowel and
its adjacent transition; the
highest sensitivity to falling
pitch in the second syllable
was stimulus 17(320-440ms), and
the stimulus was mainly made
from the syllabic vowel and
its adjacent transition.
However, the sensitivities of
the stimuli covering the
vocalic-ending in "#%" kai |]
and"%" (iao | |were lower than
that covering the syllabic
vowel, and the stimulus cover-
ing the zero-initial didn’t be
identified as falling pitch.

I FAUNG-CONVEX TONES N VOV
AMD W OF THE CHESE DIALEXT
OF FUZHOU

3.1 FO and Am

13 disyllabic utterances
with falling-convex tones in
VeV and VV were uttered by a
native speaker of the Chinese
dialect of Fuzhou. It can be
seen in Fig. 2. 1 that in
falling-convex tones in VeV
and VW, the starting-point of
the rising FO part in  convex
tone was synchronized with the
second syllable. A Am curve in
the second syllable being with
pinnacl. The magnitude of the
FO rise in convex tone was
about 15Hz, and the durations
of the FO rise in VOV and W
were 167ms and 140ms, amount-
ing to 52% and 4% of the
whole duration of the second
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syllable, respectively.
3.2 Carrier of the information
of tones in the Chinese

dialect of Fuzhou

Here, the duration of 140ms
in each stimulus was selected.
It can be seen in Fig. 2. 2. 1
that the highest sensitivity
to falling pitch in the first
syllable was stimulus 3(40-180
ms), and the stimulus was
mainly made from the syllabic
vowel and its adjacent transi-
tion; Those that was identifi-
ed as level pitch covering the
turning-point in convex tone
was timulus 17(320-460ms), and
the stimulus was made from
the syllabic vowel and its
adjacent transition, too. How-
ever, sensitivities of the
stimuli covering the vocalic-
ending in the first and second
syllables were lower, and the
stimulus covering the nasal
consonant initial didn’t be
identifed as rising pitch,

It can be seen in Fig.2.2 2
that the highest sensitivity
to falling pitch in the first
syllable was stimulus 4(60-200
ms), and the stimulus was made
from the syllabic vomel and
its adjacent transition; Those

hat  was identified as level
pitch covering the turning-
point in convex tone was stimu
~lus 19(360- 500ms) , and the
stimulus was made from the
syllabic vowel and jts adja-
cent transition, too; However
sensitivity of the stigul}
covering the last part of the
final in the first syllable
and the nasal code in  the
second syllable were lower
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have 89ms and

sensitivity of the stimlyg
covering the zero-initial was
lower, too.
V. Condision and discusion

1. The information of tones ig
carried by the syllabic vowel
and its adjacent transition,
but the formants in the area
of the syllabic vowel and its
adjacent transition in| 1
[iaoJ J, [mau |] and [i |
rapidly change. The Am curves
in  the area of the syllabic
vowel and its adjacent transi-
tion in the second syllable
rapidly change, too.

2.In VeV with falling
falling tones, the duration of
the upward FO transition in
the second syllable was 8%s
in average in which the dura-
tion of the initial /m, n, 1/
was about 60ms. The upward FO
transition in VCV that is not
perceived can be interpreted
by D. House’ theory([3] . The
upward FO transition in W,
However,can’t be interpreted
by D. House’ theory, This is
because the duration of the
upward FO transition was about
60ms and the complexty of the
spectrogram in the area of the
upward FO transition is not
more than that in the area of
the syllabic vowel and its
adjacent transition.

3.The upward FO transitions
in VCV and VV with falling-
falling tones of S.C. are not
perceived, because they don’t
occur durning the syllabic
vowel and its adjacent transi-
tion, and their durations just
60ms amounting
to 38% and 30% of the whole
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duration of the second syllable,
respectively, but the rising
FO parts in VOV and VW  with
falling-convex tones of the

Chinese dialect of Fuzhou

occur durning not only the non
-voiceless initial, but also
the syllabic vowel and its
adjacent transition, and their
durations have 167ms and 140ms
amounting  52% and 49% of the
whole duration of the syllable,
respectively, In VCV, the dura
-tion of the rising FO part
minus that of the voiced con-
sonant initial is about 100ms,
the remaining rising FO part
occuring durning the syllabic
vowel and its adjacent transi-
tion; In W, the most part of

the rising FO occur during the
syllabic vowel and its adja-

pildh in st
fron %" (kai
by 8 Listencrs,

100 200 300 400 500 600 700 800
identifica Fig 1.2.2 The percentage of identifica
“tion for the i f
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“tion for the different Kinds of
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5

from "{E8°
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juded by B listeners,

cent transition. Therefore, the
rising FO part in convex tone
in VCV and VV is perceived
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- TONAL MOVEMENTS IN THAI

A. Tumtavitikul
Rangsit University and Kasetsart University, Thailand

ABSTRACT

This paper investigates the acoustics
of the five Thai tones with respect to the
constraints for contour tone perception
proposed by House [S]. A comparison
with the production model which
compares a tonal contour to the response
of a step-input of a second order linear
system [2], [7], [8] is given. The
phonological representation of Thai
contour tones is suggested. Finally,

‘the optimal range' of tonal movements
for contour tone perception is discussed.

INTRODUCTION

House [5] finds three perception
constraints for contour tones as
movement contour features-- a minimal
vowel duration of 100 ms., contour
movement onset in synchrony with
vowel onset, and contour movement
occurring during spectral stability. When
these criteria are not met, the tone is
perceived as tonal level. These
perception constraints do not apply to
tonal excursions which do not fall within
a certain 'optimal range' which is yet to
be defined. House notes that the tonal
contours in his studies range between
3-8 semitones per 100 ms. Such an
optimal rate of tonal movement serves to
distinguish the perception of contour
tone features, e.g. Rise, Fall, from level
tone features, eg, High, Low. He
further invites studies on both production
and perception of various tonal
languages for verification,
' This paper investigates the five tones
in Thai traditionally described as three
levels, High, Mid, Low, and two
contours, Fall and Rise. The perception

and representation of the Thai contour
tones is controversial [1], [3], [4], {10}
{11] while High, Mid, and Low are wel
agreed upon to be single level tones [9}
Phonetically, modern Mid and Low tones
fall slightly whereas High tone rises. The
acoustic inspection in this study focuses
on the direction and rate of FO change,
and duration and onset of FO change.
All were examined in synchrony with an
observation of the spectral pattern.

MEASUREMENTS

Subjects are ten native Thai speakers,
5 males and 5 females ages 19-33 years.
The recordings were made on isolated
[aa] syllables in all five tones, 5 tokens
per tone, 25 tokens per subject. The F0
and time measurements were made ona
PC computer using Kay Elemetrics CSL
4300 programs.

FO end-points for each contour
movement were measured at (o
beginning and end of the rise or fal
Such measurements define the totd
interval of the tone. The velocity of F0
change was calculated from the mid 75%
portion of the entire contour for each
slope [6]. This is the 'response’ slope
where the maximal rate of pitch change
occurs [6]. The contour movement
onset was measured beginning at the
voicing onset of the vowel to the time
where the FO begins to change direction
either rising or falling. The sam
measurements were applied to all tones
A few tokens with discontinuous F0
pattern were disregarded. Both the toid
and the response intervals W
normalized to semitones and the velocty
of the response slope (AFO/Atime)
semitones per second.
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RESULTS

For both males (tbl.1) and females
(tbl.2), only Low tone has the beginning
of the falling FO within 50 ms. after the
vowel onset, i.e., having the beginning of
the tonal contour synchronized with the
vowel onset [5]. For the vowel duration,
all tones have the tonal slope span over a
period of * 200-300 ms. during which
there is spectral stability, with an average
of + 200 ms. for Fall, Rise, and + 300
ms. for High, Mid, Low (tbls. 1 & 2).
Combining the contour movement onset
and interval time (tbls. 1 & 2), the
approximate vowel duration is 350-400
ms. for all tones.

For the tonal interval (fig. 1), High,
Mid and Low have an average interval of
< 3 semitones whereas Fall and Rise
span an interval of 5-7 semitones.

The tones were grouped in two
groupings according to the direction of
the tonal excursions; Falling pattern with
Fall, Low and Mid, and Rising pattern
with Rise and High. A correlation was
calculated between the response interval
and response velocity of pitch change,
and between the response interval and
response duration for each tone
separately, and for each tonal group. The
velocity and the interval are found to be
highly correlated (p < .005) for each
tone, and for each tonal group (tbl. 4).
The duration and interval, however, do
not correlate for most tones for both
males and females, with an exception of
Fall (females) and Mid (males) (tbl. 3).
For the tonal groups, the duration
inversely correlates with the interval size
(tbl. 3).

DISCUSSIONS

_ The only tone that meets all the three
criteria.  for the contour feature
perception [5] is Low. However, Low is
categorized as a level tone in Thai. Two
possible determining factors seem to be

the rate of FO change and the interval
size,
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The correlation between the velocity
of FO change and the interval size for all
tones (p < .005) for both males and
females, with no correlation found for
the interval and the duration for most
tones except for Fall in females and Mid
in males (tbl. 3) seem to indicate a time
constant in the pitch control mechanism,
[2), [71, (81, [10], [11]. Such data
advocates for a directional, interval
dependent default rate of FO transition
which is automatically generated, with
sequences of level tones as the
representations (comparable to the
step-input of a linear system). Moreover,
the correlation between the velocity and
the interval (p < .005) for both tonal
groups (tbl. 4) seems to indicate that the
same mechanism for tonal movements is
being applied to all tones with the same
direction of tonal change; Fall, Low and
Mid, and Rise and High.

Since velocity is not distinctive for
Low tone, the factor for level tone
categorization seems to be narrowed
down to the interval size. Interestingly,
High, Mid and Low have an average
interval of 3 semitones (fig. 1).

For Mid, the contour movement onset
criteria is not met. Neither is High. In
all, it seems that the level tone category
is attributed to its interval threshold of 3
semitones when the vowel duration is
350-400 ms. regardless of the contour
movement onset.

For both Fall and Rise, the contour
movement onset criteria is not met.
However, based on the production
model derived from the correlations
discussed above [10], [11], the tones are
suggested to be represented as sequences
of levels, High-Low for Fall, and
Low-High for Rise. _

Finally, the correlations found for the
tonal groups (tbls. 3 & 4), especially
with regard to duration, seem to indicate
time adjustments made between Thai
1evel' and 'contour’ tone productions.
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Table 1. Average Contour Movement Onset, Total Interval Size and Total Interval Time

Jor the five Thai tones from combined male speakers.

Tones

Mid (n=21)
Fall (n=23)
High (n=24)
Rise (n=16)
Low (n=17)

Contour Movement

Onset (ms.)

82 (s.d=78.54)
99 (s.d=41.38)
70 (s.d=75.83)
142 (5.d.=51.04)
48 (5.d.=24.19)

Total Interval

253
7.38
299
6.05
1.51

)

(s.d.=1.12)
(s.d.=2.01)
(s.d=121)
(s.d.=1.17)
(s.4.=0.81)

Interval Time
(ms.)

269 (s.d.=8826)

237 (s.d.=45D)

263 (5.d.=708)

203 (s.d=48.18)

316 (s.d.=50.1)

Table 2. Average Contour Movement Onset, Total Interval Size and Total Interval Tim
Jor the five Thai tones from combined female speakers.

Tones Contour Movement
Onset (ms.)

Mid (n=21) 114 (5.d.=135.46)
Fall (n=25) 208 (s.d.=66.21)
High (n=25) 102 (5.d.=97.06)
Rise (n=25) 229 (5.d.=54.47)
Low (n=21) 25 (s.d.=2084)
8 -

7

6 |-

5

4 |-

3

2

1

Fall

Total Interval

2.46
6.88
299
522
2n

)

(s.4.=0.74)
(s.d.=1.43)
(s.d.=0.87)
(s.d.=132)
(s.d.=0.81)

Interval Time
(ms.)
310 (s.d.=1035))
200 (s.d.=4181)
286 (s.d.=1112)
190 (s.d.=36.16)
309 (s.d=83.15)

High

Rise

Figure 1. Average Total Interval Jor the five Thai tones (in Semitones).

Tc .
able 3. Correlation between Response Interval vs. Duration for Thai tones (p =-05)

M
females r= 23
ns.

males

r=-59
p <.005

L F
r=27 r=52
ns. p <.005
r=-31 r=233
ns. n.s.

H

ns.

R F,L&M H&R
r=-20 r=-04 r=-42 r=-44

ns.

p <.005 p<.005

r=-04 r=-11 r=-35 r=-39

n.s.

ns.

p<.0l

p<_01
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Table 4. Regression & Correlation between Response Interval and Response Velocity
of Thai tones in two groupings; Fall, Low & Mid, and Rise & High.

Tones Y=a +bX
Falling Pattern: Fall, Low & Mid

males Y= -06+572X
females Y =-2.37 +6.89X
Rising Pattern: Rise & High
males Y = -2.58 +7.36X
females Y = -5.72 +8.56X
SUMMARY

Implications from this study are: first,
the rate of FO transition is the same,
interval dependent default rate for all
tones with the same direction of FO
movement. Second, the difference
between Thai 'level' and 'contour’ tones
is in the interval size, + 3 semitones is the
threshold for level tones. Contour tones
span an interval of 3-8 semitones. Also,
there seems to be some time adjustments
between ‘'level! and ‘contour' tone
productions. Third, Thai Rise and Fall do
not meet House's constraints on contour
feature  perception.  Rather,  the
correlation between the velocity and the
interval, and the time constant for each
tone favors the representation as a
sequence of levels. Finally, the ‘optimal
range’ of contour tone perception in
House's studies (3-8 s/ 2100 ms.)
includes a rate which is faster than the
‘optimal' or ‘default’ production rate
defined within this study. Whether the
contour perception ‘'optimal range'
contains the production rate awaits
further verification.
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THE INFLUENCE OF SILENCE ON PERCEIVING THE
PRECEDING TONAL CONTOUR

David House
Dept. of Linguistics and Phonetics, Lund University,
Helgonabacken 12, §-223 62, Lund, Sweden,

ABSTRACT
Interactive adjustment tests were
carried out to test if a silent interval
influences the perception of the preceding
tonal contour. Results from 16 subjects
show a strong influence of silence on
tonal perception indicating that silence
increases sensitivity for the preceding
tonal endpoint with subjects showing
greatest response consistency for the
stimuli with the longest pause where
adjustment is based on endpoint

frequency before the pause,

INTRODUCTION

In both read and spontaneous speech,
a prosodic phrase boundary is often
accompanied by a silent pause which is
preceded by a tonal contour marking the
boundary. ‘Considerable attention has
been directed to the respective roles of
silent pauses and boundary tones as
markers of prosodic phrase and syntactic
boundaries, see e.g. [1}, [2], (3], [4],
(5], (6], {71, [8] and {9]. The central
question approached by this investigation
is whether a silent interval influences the
perception of the preceding tonal
contour,

A number of general questions
concerning boundary tones relate to the
central issue of thig investigation,
Bounfiary tones may have several
fpncuqns in addition to boundary
signalling, e.g. signalling feedback
seeking or turn regulation in spontaneous
dlalo_gue [10]. Are the tones and
unctions perceived Categorically and, if
80, does a silent interval facilitate
perception?

In a previous study [11] it was shown

that in synthesized VCvcy g
where V= [a]‘ and C= ), eduences

immediately followed by a vowel. This
the following specific questions a
addressed by this investigation: 1, Doesa
silent interval influence tonal perception’
2. Are final sonorant consona
important tone carriers? 3. Is perception
of the tonal endpoint before a pause
sharpened by the pause, and if so, dog
this sharpening increase with increas
pause duration?

METHOD

Stimuli and task

To answer these questions, a set of
adjustment tests was designed. Stimdli
consisted of synthesized [amafqam]
sequences in three temporal conditions:
1) no pause between segments, 2) a 10
msec pause between the fourth and fiflh
segment [amam.am] and 3) a 1000 mse
pause between the fourth and fifth
segment [amam.......... am]. Formant
synthesis was used to generate the
stimuli [12].

The subjects' task was to maich
different tonal configurations within each
temporal condition. Matching was done
interactively using a mouse pointer ona
computer screen (Sun workstation.
ESPS-Waves+ environment). The tonal
configurations were 1) a falling F0
contour where the fall occurred through
both the second vowel and second
consonant and 2) a falling FO contour
through the second vowel only with
constant FO on the sccond consonant. 10
Hz steps between 140 and 60 Hz wett
used to create 9 different stimuli in each
tonal configuration making a total of |
diffcrent stimuli for each tempordl
condition, i.e. a total of 54 stimuli for al}
three temporal conditions and both t(_)nﬂd
configurations. Sce Figure ! for stylize
samples of stimuli. )

Where endpoint frequency is most
salicnt, subjects would be expcptedﬁ?
match tonal configurations having e

same endpoint frequency regardless of

whether the contour falls in the VOWC[]
only or in both the vowel and consonait
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Figure 1. Stylized contours of some example stimuli. The upe'e; p:tmzlu ;:Erﬁinfg t;izz
temporal condition "no pause” while the lower panel represents s otr ({/ C-fal.l) he dotted
lines represent tonal contours falling in bgth vowel and lconé;zlal;z
solid lines represent tonal contours falling in the vowel only ( .

If endpoint frequency is of less
perceptual importance, subjects would be
expected to match contour shapes. This
would result in subjects matching a lower
endpoint for a vowel-consonant fall with
a higher endpoint for a vowel only fall.

Test configuration o

The middle five stimuli in the
continuum of nine stimuli in each.toinal
configuration were presented as original
stimuli. This resulted in six blocks of
five stimuli each for a total of 30

sented stimuli. Stimuli were
xr')ar:domized in each block and block
order was randomized between hsteners};
Subjects were asked to match eac
original stimulus to one of the nmti
stimuli having the same temporal
conditions but the different tona
configuration. The test was [.)resented‘ais1
an adjustment procedure as in [13] wit
the nine choices presented in frequency
order on the computer screen. All screen
input was logged to a file.
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Each subject began the test with a
practice/calibration block in which the
original stimulus was identical to one of
the nine choices. The entire test took an
average of 33 minutes with a minimum
individual time of 13 minutes and a
maximum of 55 minutes.

Subjects

16 subjects participated in the
experiment. Subjects were mostly
students and staff at the Dept. of
Linguistics and Phonetics, Lund
University, and all but two were native
spcakers of Swedish. Subjects were not
paid, but were rewarded with chocolate
and coffce after their participation in the
test.

RESULTS

Results were very consistent between
subjects: one factor ANOVA df=15,
F=0.69, p>0.05, and within subjects
df=2, F=43.17, p<0.0001. Figure 2
shows the percentage of same endpoint
responses for the threec temporal
conditions and for the two tonal
configurations within each condition.

Percent same endpoint responses

Fy VAl

80
601

4014

20

0+
Nopause Short pause Long pause

Figure 2. Graph showing percentage
same endpoint responses as original
stimulus when original is V-fall (falling
contour in vowel only) and VC-fall
(falling contour in vowel and consonant).

A strong effect of pause on endpoint
perceptual salience can be scen. In the
no-pause condition, only half the
responses were same endpoint, while the
other half were in the direction of a lower
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endpoint for vowel-consonant fall (VC-
fall) being matched with a higher
endpoint for the vowel fall (V-fall). Table
1 shows the response distribution where
the direction is from the vowel fall,
Endpoint salience also seems to increase
somewhat with pause duration.

Table 1. Endpoint response distribution
for the three temporal conditions.
Direction is frequency of endpoint related
to endpoint of tonal contour falling in
vowel only.

Lower [Same |Higher
No pause 76 83 1
Short pause 28 130 2
Long pause 12 144 4

A chi square test of independence on
the above distribution results in

%2=76.54, df=4, p<0.001. One way
ANOVA shows a significant difference
comparing no pause with short pause
F(2,45)=21.13, p<0.001 and comparing
no pause with a long pause
F(2,45)=40.5, p<0.001, but not when
comparing a short pause with a long
pause F(2,45)=3.13, p>0.05.

DISCUSSION

The results demonstrate a strong effect
of silence on the perception of the tonal
contour. They also demonstrate the
mmportance of a sonorant consonant as a
tone carrier particularly when followed
by silence.

In the pause stimuli, matching seems
to be based primarily on endpoint
frequency before the pause, while in
non-pause stimuli, listeners scem to be
attending more to fall gradients or to

average frequency through the fall. An’

interpretation concerning  auditory
memory may scrve to help explain the
results. If short-term auditory memory
for frequency is sharpencd by the
presence of a pause, then subjects should
f_md it more salient to match endpoint
frequency even if the final segment is not
a vowel. In the no-pause condition,
auditory memory relics more on the tonal
contour since endpoint frequency is
rendered less salient by the following
vowel.

This interpretation may be modified
by the fact that, due to test construction
constraints, therc was also some

ICPhS 95 Stockholm

information after the pause which
listeners could have used as well as the
endpoint information before the pause.
The fact remains, however, that the
presence of the pause significantly
influenced perception of the tonal
contour.

This can have implications for
perception of such tonal phenomena as
boundary tones and discourse markers.
The presence of a pause may therefore
sharpen perception of a boundary tone or
discourse marker. More precision may
be called for in intonation modelling and
automatic stylization of intonation,
especially concerning tonal contours
before pauses. This would be in line with
data in [14] where automatic stylization
for recognition tended to fail most often
in prepausal positions.
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TWO KINDS OF STRESS PERCEPTION

Thomas Portele, Barbara Heuft
Institut fiir Kommunikationsforschung und Phonetik, Universitit Bonn

ABSTRACT

This paper describes some preliminary
results concerning the perception of
syllable stress as either a binary feature or
a nearly continuous parametric value. Two
experiments were set up: a perception test
where the subjects were forced to assign
Stress to one of two syllables, and a
labelling experiment. Here, the subjects
had to rate the degree of stress carried by
asyllable using values between 0 and 32.

MOTIVATION

Word accent may serve as a distinctive
cue in discriminating two words that are
identical on the segmental level (in
English, for instance, <pro'cess> and
<’process> ; in German <umlaufen> (to
Tun over something) vs. <um'laufen> (to
run around something)). An accented
syllable may also serve as a first guess in
segmenting the speech signal into words
[1]. To perform these functions a syllable
must be perceived as either stressed or
unstressed. This implies that some kind of
categorical perception takes place.

_ Qn the other hand, listeners are able t
distinguish between syllables regarding the
amount - of  stress they carry. The
pe;gept?on fof focus accents g an
Indication for this gbijj . Fant
quckgnberg [2] used a 30tgoint scaleaflzi
subjecm_e judgements of syllable stress
and obtained reliable results,

To obtain an impression about how

strong thf:se abilities are developed in

. ut Semantj
categories. In the secong €Xperiment thr[:‘.

listeners judged more than gsqyg Yllables

regarding their amount of stress, They
used a scale from 0 to 31. The correlations
between their ratings were evaluated a
well as possible factors guiding their
Jjudgements.

EXPERIMENT 1

Method

The pairs <voll Milch> (full of milk) -
<Vollmilch> (whole milk) and <zwei
Rider> (two wheels) - <Zweirider>
(bicycles) were embedded in short texts
and read by a male (<Vollmilch - voll
Milch>) and a female speaker (<Zweirider
- zwei Réder>). A previous experiment [4]
showed that the position of an F, peak
serves as a cue to syllable stress for these
stimuli, and that a movement of the peak
to the other syllable often leads to a
different stress assignment by listeners.

For each sentence containing one of the
syllable pairs the F, contour was
parametrized using a method by Portele et
al. [5). This method describes an accent by
four numerical values, the position of the
F, maximum being one of them. This
parameter was modified and the position
of the F, maximum was shifted towards
the other syllable in 6 steps with a
stepwidth of 50 ms (Figure 1). In the
vicinity of the position where the stress
shift was supposed to take place 10 steps
with a stepwidth of 10 ms were used.
These 15 intonation contours were
imposed on the original sentence using the
PSOLA method. Altogether, 60 stimuli
were used. They were presented to the
subjects (n=13) via headphones in a quiet
room. The subjects' task was to decide
which  orthographic representation was
correct for a given stimulus, e.g. whether
<Volmilch> or <voll Milch> was spoken.
The linguistic content of the stimulus
Sentences was neutral to both interpre-
tations. Each stimulus was presented

l
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twice.
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Figure 1. Parametrized intonation
contour for the utterance "In diesem
Keller wurden nachweislich Zweirdider
montiert." (Provable, bicycles were
assembled in this cellar). The thick line
indicates the original contour, the thin
lines show the shift of the F, peak in steps
of 50 ms to the right.

Results

The results are displayed in Figure 2.
Each picture displays in the upper half the
individual scores of those subjects where
the difference between the ratings to the
left and the right from the vertical line
(point of stress shift) is significant (t-test,
P < 0.075). In the lower half (between 0
and 1) the pooled results from all subjects
are shown. Rating 2 in the upper half and
1 in the lower half stands for perceiving
the first syllable as stressed, rating 1 in the
upper half and O in the lower half for
preceiving the second syllable as stressed.
The vertical line indicates the position of
the F, peak where the change in
perception occurs for most subjects (there
are some individual differences). The
subjects performed differently; some
Subjects obtained highly significant results
for all four stimulus groups (<Vollmilch>:
10 subjects, <voll Milch>: 6 subjects,
Zweirider>: 7 subjects, <zwei Rider>:
10 subjects) while others behaved
completely erratic.

Figure 3 shows the results from one
subject. Here, the position of the F, peak
where the stress shift takes place, is clearly
Tecognizable.
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Figure 2. Results of the stress assignment
experiment. The original stimulus was
<Vollmilch>,<voll Milch>,<Zweirdder>,
<zwei Rider> (from above). Further
explanation is given in the text.

Discussion )
The results show that the identification
of the stressed syllable in suitable syllable
pairs depends on the position of the F,
peak. When this peak is moved towa.rds
the originally unstressed syllable there is a
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10 ; 9 zwei Rader
8 * voil Milch
-30 20 -10 0
delay [10 ms]
Figure 3. Judgements by one subject for
the stimuli <zwei Rider> and <voll
Milch>. Rating 2 stands for "first syllable
stressed”, rating 1 for "second syllable
stressed".

ratings HM

certain point where the perception of the
stressed syllable switches from one
syllable to the other. However, not all
subjects were consistent in their
judgements. As shown in [4], for the
material used in this experiment syllable
duration is a stress cue as strong as F,
The apparent mismatch between these two
cues might be responsible for the erratic
behaviour shown by some subjects. For
other subjects (Figure 3) the position of
stress switch can be located within 10 ms.
This interval is a little longer than one
pitch period.

These results are ony preliminary. A lot
remains to be done, ie. identifying the
causes for the different behaviour of the
subjects, looking for a connection between
the position of the switch point and the
properties of the speech signal, checking
the discriminative ability of the subjects as
the second requirement for categorical
perception etc. However, the results show
that, in German, the exact placement of
the Fy peak is crucial for correct
perception, and, therefore, for intonation
modelling in speech synthesis [3]. Our
description of F, contours [5] was
designed specifically to meet these

requirements.
EXPERIMENT 2

Method

The corpus used in this experiment is
part of a prosodic database [6]. More than
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300 sentences were read by one male an
two female speakers. Altogether, 8646
syllables were used. Their amount of
stress was rated by three listeners on a
scale between O and 31 [2). The speech
signal and the transcription wer
presented. They used a graphical scale to
indicate the prominence level. They were
allowed to listen to an utterance as ofien
as they liked.

| [[ﬁlg

]
]
GIER

Lf;LZ L1-13 12-13
pair of kesteners

Figure 4. Correlation coefficienss
between the listeners' judgements.

Results

The correlation coefficients between
the listeners' judgements are diplayed i
Figure 4. The agreement between the
subjects is slightly lower for speaker FH.
An average correlation coefficient of 0.75
indicates the high similarity between the
ratings. The agreement between U
listeners was higher for prosodically
marked utterances (orders or yes/no
questions) than for simple statements.

The relation between acoust¢
properties of a syllable and its perceived
prominence was also investigated. Figue
5 displays the connection between syllable
duration and prominence rating.

There is a marked dependency betweet
the existence of an F, peak aSSCOCiflICd
with a syllable and the syllable’s percewed
prominence (U-test, p < 0.001). Tk
average difference between syllables with
and without F, peak is 12 prominenc
grades.
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Figure 5. Relation between prominence
rating and syllable duration displayed for
each speaker.

The relation between the height of an
F, peak and the perceived prominence is
not very strong (but significant; Kruskal-
Wallis-test, p < 0.001).

It was found that the offset between the
start of a stressed vowel and the
asscociated F peak is significant for offset
values greater than zero. Larger offsets
(late peaks) induced higher prominence
values [3].

1000
800

600
400

0 4 8 12 16 20 24 28
prominence rating (median)
Figure 6. Histogram of the prominence
ratings by all listeners.

Discussion

The results show that the listeners are
able to differentiate between more than
two or four levels of syllable prominence.
How  many prominence levels are
sufficient, however, can not be deduced
from the data, because the distribution is
quite even (Figure 6). However, one can
assume that judgements were made
mlgtive to other syllables in the utterance.
It is unlikely that an isolated presentation
of the syllables would have led to similar
Tesults. But this procedure would be far
away from a real communication situation.

The acoustic properties of the speech
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signal have some measurable influence on
the perceived prominence. However,
linguistic factors that could be deduced
from the transcription by the listeners
seem to play a more important role [7].

CONCLUSION

The two experiments show that stress
can be perceived as a binary feature and as
a multi-level parameter of a syllable. Both
kinds of perception are necessary for
efficient communication.
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ABSTRACT )

This is the first report on experiments
examining which acoustic properties of
coarticulated vowels (target spectral,
dynamic spectral, temporal) define vowel
identity in prelingual infants. German-
learning infants were tested for
discrimination of German vowel contrasts
in the Silent Center paradigm. Results
indicate that infants derive vowel identity
from dynamic spectral information, and
that target information is not needed for
perceived vowel identity.

INTRODUCTION

Previous studies of vowel perception
by adult American English (AE) listeners
and by adult German listeners have shown
that three types of acoustic information
contained in consonant-vowel-consonant
(CVC) syllables contribute to vowel
identity. target spectral information,
dynamic spectral information of the
suilable onsets and offsets, and temporal
information. Strange and her collaborators
established the relative importance of
these three types of information [1], [2],
[3]. The most important finding was that
adult AE listeners and adult German
listeners identify coarticulated native
vowels highly accurately if target spectral
information been electronically
removed from the CVC stimuli. This
indicates that vowel identity does not
depend on acoustic information on
spectral targets. Instead, the perceptually
relevant information for vowel identity
seems 10 reside in the changing spectral
structure of coarticulated syllables.

Several studies by Strange and her
collaborators examined in detail the
sources of dynamic information in the
peragcoﬁ;xon of native coarticulated vowels
by aduht ];\E listeners ([1], [2]) and adult
Gmnf : steners ([3], [4]). These studies
ourd that Vowel Centers (VCs), which
consist only of the syllabic nuclej with
target information, are not perceived
m?lfa;i accurately than Silent Center (SC)
g. es, which consist only of the
ynamic portions of the syllable onsets

and offsets in their appropriate temporal
relationship. Vowel identity is maintained
very well in SCs even though the vocalic
nucleus with information on formant
targets is silenced in SCs. These studies
also showed that syllable onsets alone
(INIs) or syllable offsets alone (FINs) do
not provide sufficient information on
vowel identity for adult listeners.

These findings and others on the
insufficiency of target information for
vowel perception are accounted for by
Strange's Dynamic Specification Theory
(DST), which states that vowels are
specified by dynamic information defined
over syllable onsets and offsets [1]. The
dynamic information reflects each vowels'
characteristic opening and closing phases
in their appropriate temporal relationship
and style of movement of the vocal tract.
DST provides an elegant solution to an
important problem in vowel perception
research, viz,, perceptual constancy.
Unlike DST, Target Models of vowel
perception have to account for the target
undershoot problem (formant targets aré
oftennot reached in coarticulated vowels)
and for speaker normalization (formant
targets for the same vowel category
differ greatly across men, women, and
children). "Context- and  speaker-
dependent variation pose problems only
for those theories of vowel perception
that view formant (or gestural) targets as
objects of perception. Research motivated
by the DST, however, strongly suggests
that coarticulated vowels are specified by
styles of movement that are invanant
across consonant contexts {2] and across
different speakers [5].

The experiments reported here are the
first to examine the role of the three
types of acoustic information of CVC
syllables in infant vowel perception. This
was done by testing German-learmng
infants'  discrimination of maturally
produced German /dV/-syllables which
were modified to manipulate the
availability of the three types of acoustic
information. No study has ever examin®
how target spectral information, dynamic
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spectral  information, and  temporal
information  contribute to perceived
vowel identity in prelingual infants. This
is somewhat surprising given the fact that
many studies of infant vowel perception
implicitly assume that spectral targets
alone specify vowel identity (e.g. [6]).

METHOD
Stimuli

Six tokens each of the German vowels
I, U, lel, fel, UL, lol, I/ were produced
in /dVt/-syllables by a male native
German speaker and recorded onto
DAT. The vowels were selected to be
presented in the contrasts /i/~/e/, /e/-/,
[li-/¢/, and /o/-/U/ because these contrasts
were confusable in the identification
experiments reported by Strange & Bohn
[3]. The maximal /i/-/a/ contrast was
selected as a control contrast.
Measurements of syllable duration, voice
onset time and fundamental frequency of
multiple tokens of the seven vowels were
used to make the final selection of four
instances each of the six vowels.

To test the role of target vs. dynamic
spectral information, the original syllables
were modified as follows. SCs were
generated by attenuating to silence the
center portion of each of the original
syllables, leaving onset and offset portions
in their original temporal position. The
onset and offset portions included the
major part of the transitions. VCs were
generated by silencing the onset and
offset portions. INIs were generated by
silencing both center and offset portions,
and FINs were generated by silencing
both onset and center portions.

_ To test the role of temporal
information, all eight tokens for a given
Contrast were electronically edited so that
they had the same duration. This was done
by iterating or deleting full pitch periods
(for full syllables with neutral duration -
FNDs, and for VCs with neutral durations
- CNDs), or by adding or deleting silence
(forSCswith neutral durations - SCNDs).
Subje_cts
: 80infants served as subjects. All were
ealthy, full term infants with no history of
&ar infections (by parental report). The
Infants agedbetween 7and 11 months were
ng raised in monolingual German-
speaking families in Kiel, Germany.
Procedure
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Infants were tested using the headturn
procedure  (for details of our
implementation, s. [7]). In this procedure
a syllable is played from a loudspeaker
every 1.5 sec and at random intervals this
background syllable changes to a target
syllable for a brief interval. Discrimination
is assessed by first conditioning the infant
to turn his/her head in the direction of a
visual reinforcer above the loudspeaker
when they detect a change in the
background syllable. Correct headturns
are reinforced by the activation of a
visual reinforcer (an electronic animal
that moves) accompanied by verbal
praise. We implemented this procedure
as a category change paradigm in which
the background and the target consist of
multiple tokens of each syllable type.

Discrimination of a vowel contrast in a
given condition (e.g., /i/-/e/ as SC) was
tested in a single session. The infant was
seated on a parent's lap across a small
table from an experimenter (E1). The
loudspeaker and an array of visual
reinforcers, located behind a smoked
plexiglass panel, were arranged to one
side of the parent and infant. The parent
and El listened to music over
headphones to prevent them from hearing
the stimuli and influencing the infant. A
second experimenter (E2), located ouside
the test room, observed the infant
through a one-way window and operated
the computer.

The session begins with a conditioning
stage in which the infant is given an
opportunity to learn the contingency
between the vowel change and availablity
of the visual reinforcer (s. [7]). During
the testing stage, E2 initiates trials when
the infant is in a "state of readiness" (not
fussing, facing E1 etc.). E2 is blind to the
trial type and pushes a button when she
observes a headturn during the trial
interval. The visual reinforcer 1s activated
automatically for a change trial when E2
records a headturn by pushing a response
button. Twenty-five trials were presented
during testing stage. )

Infant testing was conducted in an
sound-treated chamber. Custom software
controlled stimulus delivery, activation of
the reinforcers, and trial selection (i.e.
presentation of change vs. no-change
trial), and also recorded the number of
trials, hits, misses, correct rejections and
false alarms.
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Design

Groups of 10 subjects each were
assigned to one of the eight listening
conditions, which were defined by the 4
vowel contrasts (/i/-/e/, fe/-Iif, IU-Iel, Jol-
/U and by availability of temporal
information (in unmodified syllables, SCs,
and VCs) vs. its neutralization (in FNDs,
SCNDs, and CNDs). Each subject was
first tested for discrimination of the
unmodified test contrast. Only infants who
discriminated full syllables (criterion: 7/8
consecutive correct trials and > 60 %
correct Tesponses) were then tested on
separate days for discrimination of the
contrast tested initially in the edited
conditions. Infants were randomly
assigned to the two series of experiments.
In the first series, infants were tested for
discrimination of SCs, VCs, and INIs or
FINs. In the second series, infants were
tested for discrimination of FNDs,
SCNDs, and CNDs. The vowel category
which served as the background was
counterbalanced within each group.

RESULTS

Figure 1 gives the overall results for
the eight stimulus conditions for two
vowel contrasts (/i/-/e/, /e/-/1/), expressed
as percentage of correct responses
averaged across subjects.  Overall
discrimination levels for unmodified
syllables (mean % correct: 69.3), SCs
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{mean % correct: 67.0), and VCs (mea
% correct: 63.7) did not differ
significantly. Compared to the Ful
condition, vowel identity was wel
maintained in the SC condition, even
though the vocalic nucleus with
information on formant targets was not
presented in that condition. The mean per
cent correct values for INIs (47.5) and
FINs (51.9) suggest that vowel onsets or
vowel offsets alone do not preserve
vowel identity.

The two vowel contrasts did not differ
significantly in discriminability in the Ful
condition (/i/-/e/: 69.7 % correct, /el-lI.
68.9 % correct) and in the SC condition
(fi/-lel: 66.8 % correct, /e/-/I/: 61.1 %
correct). In the VC condition, the /i-le/
contrast  was significantly  less
discriminable (52.9 % correct) than the
Je/~/1/ contrast (74.3% correct).

Neutralization of the temporal contrast
reduced the discriminability of both
contrasts in the Full conditions {Ful
syllables: 69.3 % correct, FNDs: 552%
correct), in the SC conditions (SC: 610
% correct; SCND: 56.3 % correct), and
in the VC conditions for the /el
contrast (VC: 743 % correct, CND:
53.0 % correct), but it did not affect the
discriminability of the /i/-/e/ contrast I
the VC conditions (VC: 52.9 cormed,
CND: 53.0 % correct).

—
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Figure 1: Overall

r cent correct responses in vowel discrimination in unm '

syllables (Full), full syllables with neutral duration (FND) sileni-center syllables )
silent-center syllables with neutral duration (SCND), vowel centers (VC), vowel centefsl
with neutral duration (CND), initials (INI), and finals (FIN) conditions for the vo¥¢

contrasts /i/-/e/ and /e/~/11.
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CONCLUSIONS

The most important finding was that
German-learning infants discriminated two
German vowel contrasts equally well when
these contrasts were presented either as
unmodified full syllables or as SCs, which
preserve  only the dynamic spectral
information of the syllable onsets and
offsets in their appropriate temporal
relationships. This suggests that infants
do not need target spectral information
to differentiate the spectrally similar high
front vowel contrasts /i/-/e/ and /e/-/l/.
Rather, trajectory information specified
over syllable onsets and offsets is a good
source of information for vowel identity
in prelingual infants, as it is in adult
native speakers of AE and of German.

The overall pattern of results for the
German infants is quite similar to that for
German adults, who discriminated the
same contrasts in a related study [4].
Within each age group of infants and
adults, discrimmabilty of Full, SC, and
VC syllables did not differ significantly,
but discrimination levels for INIs and
FINs were lower than for SCs in both the
adult and the infant study.

The first results from our experiments
on the acoustic specification of vowels in
infants  support ~ Strange's Dynamic
Specification Theory, which states that
vowels are specified by dynamic
information defined over syllable onsets
and offsets together. German infants
discriminated  two German vowel
contrasts by making use of the dynamic
sources of information associated with
the opening and closing gestures at the
margins of the CVC syllables. This
mdicates  that  infants  perceive
coarticulated vowels in terms of their
characteristic styles of movement. We
Suggest that perceptual representations of
these styles, which seem to be invariant
across consonant contexts [2] and across
different speakers [5], contribute
Importantly to perceptual constancy for
vowel categories in infants. Further
research is underway to establish the
Eenef?l}t)’ of our ~first results by
d?gmm_ng how accurately infants
o fiminate vowels produced in varying

ntexts and by multiple speakers when
Presented only with dynamic information
SPeClrf;l:? <t>ver syllable onsets and offsets.

1€ interesting aspect of our study is
that infants' discrimination abilities su)flfer
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considerably if contrastive temporal
information is not available. Unlike adult
German listeners, for whom the
neutralization of duration contrasts had
only a very selective effect for individual
vowel contrasts in specific experimental
conditions (unpublished data from the
study reported in [4]), German infants
discriminated both contrasts at lower
levels of performance when the contrasts
were temporally neutralized. Further
research will have to show whether
German infants' sensitivity to temporal
manipulations reflects L1 experience with
the German vowel system, or whether
duration differences have a universally
important function in learning to
differentiate vowel contrasts.
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PRODUCTION-PERCEPTION RELATIONSHIP IN THE
VOICING CONTRAST FOR MEDIAL STOPS
IN CHILDREN AND ADULTS.

Cecile T. L. Kuijpers
Max-Planck-Institut fiir Psycholinguistik, Nijmegen, The Netherlands

ABSTRACT

A phoneme identification experiment
was carried out to investigate perception
of the word-medial voicing contrast by
Dutch four-year-old children, six-year-old
children, twelve-year-old children, and
adults. The data of this experiment are
related to an earlier production study in
which we studied word-medial closure
durations. Production and perception of
the voicing contrast are considered to
develop synchronously in young children.

INTRODUCTION

The perception and production of the
voicing contrast by children and adults
has been investigated in numerous pho-
netic studies. Several acoustic cues play
an important role depending on the posi-
tion of the phoneme in the word. This
paper will be concerned with one of the
durational features related to the distinc-
tion, namely closure duration. In English,
the Voice Onset Time (VOT) is the
major acoustic cue to distinguish initial
\(oiced and voiceless stops. In final posi-
tion vowel duration differences cue the
distinction. In Dutch, the intial contrast is
characterized by a negative VOT (of
approximately -70 ms) for voiced and a
positive VOT (of 10-20 ms) for voiceless
stops [1]. In final position, the contrast is
neutralized because of a devoicing rule.

In many languages the word-medial
voicing contrast is characterized by a
difference in closure duration; a short
closure duration for voiced and a long
closure duration for voiceless stops. In
some classical studies on perception of
the medial voicing contrast the closure
duration was manipulated (that is, a
silent interval). Here, the same tendency
showed up: short intervals were iden-

tified as a voiced stop, and long intervals
as a voiceless stop [1], [2].

Experimental study of production and
perception of the medial voicing contrast
in young children is scarce. In [3],[4] we
discuss a number of English production
studies, and we report on our own pro-
duction data of Dutch 4-, 6-, 12-year-old
children and adults. In our production
study the young children displayed a
large variability and, consequently,
voiced and voiceless stops were less
clearly differentiated in the younger age
groups than in the older age groups [4].
Those results will be integrated in the
discussion section of this paper where we
will describe shortly the relationship
between the perception and production
data of the Dutch children.

Nearly all developmental studies
investigated perception of the initial
and/or final voicing contrast. Perception
of intervocalic stops by 6-year-olds and
adults was examined by [5]. They used
the naturally produced words "petal’ vs-
*pedal’ and examined the interaction of
VOT, closure duration, and preceding
vowel duration. With respect to the role
of closure duration per se the data indi-
cated a difference between children and
adults: in the children’s data the pho-
neme boundary (50% crossover) Wwas
situated at approximately 110 ms and in
the adult data at 130 ms.

The identification experiment present-
ed in this paper deals with the perception
of intervocalic stops by Dutch children
and adults. The silent interval of nat-
rally produced words was manipulated-
On the basis of our production data, ?{ld
on the basis of the literature on initia
and final stops, we expect that the per
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ceptual differentation of voiced and
voiceless stops develops only gradually
with age.

METHOD

Participants

Four age groups participated in the
experiment: 4-year-olds (mean age 4;6),
6-year-olds (mean age 6;4), twelve-year-
olds (12;3), and adults (age range 22-55).
In each age group 15 listeners were
tested, male and female, and all were
monolingual speakers of Dutch. There
was no known hearing deficiency in any
of the listeners.

Material

Two minimal pairs of bisyllabic non-
sense words were used, viz. the names
"Tdppi’-’T4bbi” and "Pitto’-"Pdddo’. The
sound structure of these names did not
evoke any association with existing
words or names. The initial vowel was
always /A/, and the final vowels were /i/
and /o/ since Dutch names are often
characterized by these endings. The four
words were used to construct four differ-
ent continua, henceforth the P-, B-, T-,
and D-set of words.

Task

An identification task was set up as a
game with two pairs of large puppets.
The resemblence of the names was re-
flected in the resemblence of the puppets.
The stimuli were put into carrier phrases
in which the stimulus name was repeated
at the end, such as 'Give the ball to
Tappi..to Tappi’. By actually giving a
ball to a puppet the child manifested its
response in a two-alternatives-forced-
choice labelling paradigm.

Manipulation

The four tokens were digitized on a
Digital microVAX II computer using a
20 kHz sampling frequency. The initial
vowel was set at a neutral value so that
listeners would not be biased by its
duration. The formant transitions were
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always unimpaired. The stop closure was
replaced by different silent intervals with
endpoints at 10 ms and 130 ms. We used
20 ms increments and created 7 different
versions of each test word. The promi-
nence of the voiceless burst was modi-
fied in order to yield consistent voiced
and voiceless responses at the end-points;
duration and intensity were modified on
the basis of independent perceptual judg-
ments.

Procedure

First, an auditory picture discrimina-
tion pre-test (ADIT) was carried out to
ensure that the young children could
discriminate the selected minimal pairs.
Next, all children were carefully trained
to learn the test words and to relate the
names to the puppets. The final training
set comprised 8 randomized trials ("Now
show me..Patto) in which the children
had to give at least 7 correct responses
out of 8. In the main experiment each
stimulus occurred twice and the children
were tested in two sessions within two
weeks; in each session 28 stimuli were
presented. The stimuli were randomized
and counter-balanced across subjects.
The sentenced were separated by an
inter-stimulus interval of 6.5 s. The 12-
year-olds and adults were tested individ-
ually and they listened to the same sen-
tences as the young children.

RESULTS

Four identification functions were
calculated for each age group. The data
were processed by a statistical analysis
which considers the identification func-
tion as a cumulative probability distribu-
tion on Z-scores. Next, a linear regres-
sion analysis was carried out to fit the
original data. Phoneme boundaries
between groups were compared by
means of a t-test. The slope of the func-
tions (phoneme boundary width) were
compared by means of a t-test on the
coefficients of regression. We refer to (4]
for a detailed description of the analyses.
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Figure 1. Identification functions of the Ibl-ip/ continuum frém the P-set of words for the 4-year-

olds and the aduls.

Phoneme boundary

The group identification functions
were calculated for the four separate
continua. Phoneme boundary corresponds
to the 50% crossover, and to Z=0 in the
transformed data. The percentage of
voiceless jugments are given as a func-
tion of the silent interval. In Figure 1 we
illustrate the identification functions of
the 4-year-olds and the adults (P-set of
words). In the P- and B-set of words no
significant differences were found be-
tween any age group. In the T-set of
words a significant difference was found
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between the 4-year-olds and 12-year-olds
(t=3.09; p<0.008). No significant differ-
ences were found in the D-set of words.
The data do show that all listeners need
relatively long silent interval durationsit
the B/D-set of words in order to perceive
a voiceless stop (see Figure 2). Thi
results from the differences in formant
transition information. Moreover, the
young children’s judgments mostly rang
between 10%-80% voiceless responses
probably due to their inaccurate aware-
ness of the durational characteristics of
medial voiced and voiceless stops.

T
10 130
silent interval in ms ->

ication functions of Z-scores on stimuli with different silent intervsl
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Phoneme boundary width

The phoneme boundary width corre-
sponds to the 25%-75% interval on the
fitted regression line. The comparison of
the slopes of the regression lines in the
P- and B-set of words indicated signifi-
cant differences at p=0.008 between the
groups 4-12, 4-adults and between the
groups 6-12, 6-adults. In the T-set of
words significant differences were found
between the groups 4-6, 4-adults, 6-12,
6-adults. In the D-set of words, although
not significant, there is a remarkable
parallellism between the functions of the
age groups 4 and 6 on the one hand, and
6 and 12 on the other hand.

We also examined the individual
variability within each group. In short,
the older age groups mainly displayed a
continuous response mode, that is an
upward ordering of voiceless judgments
to stimuli with an ever increasing silent
interval. The younger age groups dis-
played numerous discontinuous response
modes, that is a less consistent perceptu-
a behaviour. The upward ordering of
voiceless judgments was frequently
interrupted by voiced judgments.

DISCUSSION

We have indicated that the perception
of the intervocalic stop voicing contrast
by 4- and 6-year-olds deviates from the
perception of that contrasts by 12-year-
olds and adults. In comparison with the
two latter groups, the young children
need a relatively large difference in silent
interval to perceive the distinction, and
they have difficulty in determining which
allophones come to be grouped in the
same phonemic category. They do not
Categorize as consistently as the older
listeners,

These findings concur with those
Teported by [6] who likewise concluded
that t.he Categorical perception of 6-year-
olds is still unlike the adult norm. Surely,
We presented stmuli in which the medial
Stop contrast was induced by only one
&oustic parameter (silent interval) ne-
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glecting other parameters such as voic-
ing. It is possible that younger children
rely more than adults on multiple acous-
tic cues.

The findings reported in this paper are
in agreement with our production data on
closure duration differences in the medial
voicing contrast. As in perception, the
distinction becomes more and more
atttuned with age [4]. Both developments
(production and perception) can be ex-
pressed in terms of a “distincivity’ which
gradually increases with age. We assume
that a parallel can be drawn between
children’s perception and production of
the phonemic contrast.
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ABSTRACT

To establish how and from which age
onwards, speech perception influences the
development of vocalizations in the first
year of life, we studied the speech
production of deaf and normally hearing
infants longitudinally from 2.5 months
until 7.5 months of age. Several
differences between deaf and normally
hearing infants were observed indicating
that lack of auditory feedback influences
speech production already at this early
stage of speech development.

INTRODUCTION

Some recent studies suggest a deviant
speech production of hearing impaired
compared to normally hearing infants in
the first year of age [e.g.1]. No canonical
babbling was found in deaf infants before
the age of eleven months while most
hearing infants start babbling before that
age [2]. In several studies differences were
observed in consonantal features and
phonetic repertoire size [e.g.3].

Until now - to our knowledge - no
systematic study has been performed on
the vocalizations of deaf infants starting
within the first half year of life. The
present study reports on longitudinal data
of 6 deaf and 6 normally hearing infants
between 2.5 and 7.5 months of age. The
main question we address is: do hearing
impaired infants differ from normally
hearing infants with respect to number and

. type of vocalizations?

METHOD
Subjects

Twelve mother-infant pairs participated
in this study; six infants profoundly
hearing impaired (group HI) and six
infants with normal hearing (group NH).
All infants have normally hearing parents.
By means of developmental tests
performed when the infants were 12 and
18 months of age no clear cognitive or
motor delays were found. The HI infants
had an average hearing loss over 90 dB at
the best ear, established by Auditory Brain

-stem Response audiometry (ABR) in the
first six months of life. The profound
hearing loss was confirmed by several
pure-tone audiometric tests at later ages.
Hearing aids were used by three subjects
within the studied period. Two hearing
impaired infants were raised with TC
(Total Communication)/Dutch Sign
Language, two infants by TC and two
mainly by the Oral method.

The NH infants were matched with the
HI infants on the following criteria: sex,
birth order, duration of pregnancy, mother
age, socio-economical status of the
parents, and dialect of the parents. AlINH
infants were recorded from the age of 2.5
months onwards, two HI infants from the
age of 2.5 months, two from 3.5 months
and three from the age of 5.5 months
onwards.

Data collection

Audio recordings, lasting about half an
hour each, were made every two weeks.
The mothers of the infants themselves
made the recordings at home. The mothers
were asked to talk with their children in a
face-to-face situation while the children
were sitting in an upright position.

Procedure of analyses

Of every monthly audio recording, the
first 10 minutes were transcribed. Two
trained phoneticians performed and
verified the transcriptions. The inter-judge
agreement based on all material (62
recordings) was 93% for the infant
utterances, An infant utterance was defined
as a sound production during one breath
cycle starting with inspiration. Laughing,
crying and vegetative sounds were not
taken into account. The number of infant
utterances during the first 10 minutes were
counted. i

Fifty infant utterances per recording
were selected evenly out of the transcribe
ten minutes. The total of 3100 utterances
were digitized into a computer with 8
sample frequency of 48 kHz and stored for
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Number of Utterances

further analysis.

Each utterance was classified in one of
three possible types of articulation 1) no
articulatory movement; 2) one articulatory
movement (e.g. gooing); 3) two or more
articulatory movements during two or
more syllables, i.e. babbling. Further-
more, each utterance was classified
according to one of five possible types of
phonation: 1) uninterrupted phonation; 2)
interrupted phonation 3) variegated
phonation (variation in the intonation,
pitch or loudness e.g. screaming and
growling) 4) a combination of interrupted
and variegated phonation 5) no phonation.
Types 4 and 5 were rarely found and
therefore left out of consideration in this
paper. The classification was derived from
an earlier study on infant speech
development [4].

RESULTS
Number of utterances

Figure 1 represents the mean number of
utterances in 10 minutes and their standard

25 35 45 5. 66
Age (months)

Figure 1. Mean number of utterances and standard deviations during ten minutes of
interaction presented for the two groups of infants per month, as well as the mean number
for the 6 months combined. (N is 6 in case of the NH infants at each age. N is 2, 3and 3 at
2.5, 3.5 and 4.5 months resp. and 6 at 5.5, 6.5 and 7.5 months in case of the HI infants.)

B NH-infants
Hl-infants

deviations per age as well as the average
number over 6 months for both groups.

It can be observed that the mean number
of utterances for the combined 6 months is
higher in case of the HI infants (115,
sd=45) compared to the NH infants (85,
sd=37). A t-test on the data of the
combined 6 months indicates a significant
difference between the groups (t
(60)=2.95, p<.005, one-tailed). By
separating the ages in two different age
groups (from 2.5 to 4.5 months and from
5.5 to 7.5 months) we can get an
indication of a developmental effect. By
means of a Mann-Whitney U test no
significant differences between the HI and
NH infants are found at the early age. At
the later age, a Mann-Whitney U test
shows that HI infants produce significantly
more utterances than their hearing peers
(U(18,18)=79, p<.005).

Utterance duration
In figure 2 the mean utterance duration
of the 50 selected utterances is presented

o 25007 M NH-infants
E 2000 Hl-infants
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Figure 2. Mean utterance duration and standard deviations of the 50 selected utterances for
the HI and the NH group per month, as well as the mean duration for the 6 months
combined. (N is 300 at each age of the NH infants. N is 100, 150 and 150 at 2.5, 3.5 and
4.5 months resp. and 300 at 5.5, 6.5 and 7.5 months in case of the HI infants.)
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per age, as well as the average duration
over the 6 months for both groups. It can
be observed that the mean utterance
duration for the 6 months combined is
somewhat longer for the HI infants (997
ms, sd=761) than for the NH infants (948
ms, sd=761). A z-test on the months
combined shows a low significant
difference (z=1.77, p<.05). A z-test
performed on the utterance duration per
month indicates that from 5.5 months to
7.5 months the HI infants produce longer
utterances (5.5: z=3.72, p<.0005; 6.5:
z=2.65, p<.005; 7.5: z=2.63, p<.005). At
the age of 2.5 and 4.5 months no
significant differences between the two
groups are found. At the age of 3.5
months, however, the mean duration of
the NH infants is longer than at any other
age in the studied period. A z-test indicates
that the NH infants produce significantly
longer utterances at the age of 3.5 months
than the HI infants (z=9.45, p<.0005).

Type of utterances

In figure 3 the "articulation types" are
shown per age for both groups. A tendency
can be observed that the HI infants produce
fewer utterances with articulation
movements than NH infants in the first
months although this turned out to be not
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significant according to a Mann-Whitney U
test, nor in the later age period. Utterances
with 2 or more articulation movements are
produced more often by NH infants than
by HI infants in the later 3 months
(U(18,18)=100.5, p<.05). The total
amount of this utterance type in the HI
group is due to only one subject who
started to babble at 7.5 months of age.
The "phonation types" are presented in
figure 4. It can be seen that NH infants
produce more interruptions in the airstream
specially in the later months (U (18,18)=
85.5, p<.01 for the data at 5.5, 6.5 and
7.5 months combined). Although a ten-
dency for more variegated phonation can
be observed by the HI infants, no
significant differences are found.

DISCUSSION

In the present study it could be observed
that, as a group, the HI infants produced
more utterances than their hearing peers in
the period between 2.5 and 7.5 months.
This was found as well in a previous study
on HI and NH infants between 5.5 and 9.5
months of age [5] These studies support
the suggestion of Locke [6] that deaf
infants vocalize more than normally
hearing infants, possibly due to extra effort
HI infants expend to get auditory
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Figure 3 and 4. Mean number of utterances with 1 articulation movement or 2 {or mont

articulation movements (fig.3) and interrupted or variegated phonation (fig. 4) for the NH an
HI group per month , as well as the mean for the 6 months combined. (N: see fig. 2)
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stimulation. It seems that the often reported
reduction in number of utterances takes
place after the period we studied, namely
towards the end of the first year [e.g.7].

Furthermore, we found a longer
utterance duration of the NH infants at age
3.5 months compared to the HI infants.
After the 5th months the profile seems to
be reversed; the HI produce longer
utterances than the NH infants. The longer
utterance duration might indicate - already
in this early age - a tendency of HI
children to prolong syllable duration as
was found in a study on 6-to-10-year-old
children [8].

In the phonation domain we found
differences between the two groups in
number of utterances with interrupted
phonation, particularly in the later ages of
the studied period. We did not find
evidence for the finding of Stark [9] that
the sound types which are characteristic of
the "vocal play stage" (experimentation
with squealing, growling, friction and
other noises) are produced by HI infants to
a limited extent only. A possible
explanation for this difference in results
might be that Stark studied the utterances
of HI infants from 15 months onwards.
Furthermore, the HI infants produced
fewer babbling utterances within the
studied age period than their NH peers.

In summary, it seems that already within
the investigated period, i.e., between 2.5
and 7.5 months of age, several differences
in the speech production between HI and
NH infants can be observed. The
differences become more clear from about
5.5 months onwards, with respect to
number of utterances, utterance duration,
interrupted phonation, and babbling. This
may be due to lack of auditory feedback on
the speech production from that age. In the
first months fewer differences between the
two groups can be observed. This may
suggest a stronger influence of biologically
determined factors (e.g. anatomical
growth) on vocalizations in these first
months compared to a later period.

CONCLUSION

Since the results of the present study are
based on a small sample size, specially in
the early months of age, caution should be
taken when making any conclusion. In the
period between 2.5 and 7.5 months,
described in this paper, we observed a
number of differences in the vocalizations
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between 6 deaf and 6 hearing infants.
These differences can be found both in a
quantitative and in a qualitative sense. Our
preliminary results suggest that a lack of
auditory feedback influences the speech
production already in this very early stage
of development.
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ADULT JUDGEMENTS OF INFANT VOCALISATIONS
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ABSTRACT

In normal adult-infant interaction,
adult listeners make spontaneous on-line
judgements of the infants’ vocalisations,
providing the infant with immediate
feedback. Thus, the adults’ spontaneous
judgements may influence the adult-infant
communication because, if consistent,
they implicitly assign “meaning” to the
infants’ vocalisations.

Although normal interaction is a two-
way procedure — infant and the adult
influence each other — the goal of this
study was to assess how adults interpret
infant vocalizations, per se. Adult
listeners were requested to judge
vocalizations that had been produced by
infants living in the same or in a foreign
ambient language. The results suggest
that opening degree is the most
consistent phonetic dimension conveyed
by infant babbling.

INTRODUCTION

_ Adults do not expect pre-linguistic
infants to produce accurate and
intentional speech sounds. However, as
the infant babbles, adults tend to provide
interpretations for the vocalisations
produced by the infant. This behaviour
may generate a mutual feedback process
that, in addition to contributing to the
development of bounding between infant
and adult, can provide relevant phonetic
information to the infant. Since the
infant’s attention is directed to the adult’s
utterances, this adult-infant interaction
offers potentially optimal conditions for
the emergence of a communication code.
To the extent that the adult is capable of
providing a consistent labelling of the
mfant vocalisations, even a quasi-random
vocalisation pattern will be suitable for
the establishment of a vocalisation-based
communicative code [1].

The issue of the adult’s interpretation
of infant vocalisations is not new. A
number of phonetic studies have
addressed this question, providing

" detailed phonetic descriptions of the early

stages of infant speech development [2-
4). From our point of view, however,
accuracy in phonetic transcription is
typically associated with a loss in the
adults’ response spontaneity. Phonetic
transcriptions of babbling are difficult to
achieve and usually demand repeated
listening of recorded utterances along
with strict inter-transcriber reliability
criteria. Thus, to investigate the nature of
the spontaneous feedback that the infant
receives from the adult, we assessed the
adult speakers’ notion of the infant’s
articulatory vocalisation gesture. In this
paper we report the main aspects of that
study.

METHOD

To assess adult-infant interaction
under controlled conditions, we extracted
infant vocalisations from natural mother-
infant interaction situations and presented
them for spontaneous adult judgements.
We assume that adult judgements
produced in a speeded response
paradigm are close to the immediate
interpretation of infant vocalisations that
the adult would provide normal
interactive setting.

The study was designed to investigate
possible cross-linguistic differences in the
adults’ perception of babbling. We do not
expect infants to produce language-
specific vocalisations during the early
stages of babbling. At later stages the
infant’s vocalisations will eventually
converge towards the sounds that are
used in the ambient language. Thus, our
prediction is that the adults’ judgements
of vocalisations produced during the first
stages of babbling will tend to reflect the
adults’ native language. For
vocalisations during later babbling stages
we expect more consistent adult
classifications.

' A paper with a complete procedural
description and extensive discussion of the
resutls is currently being prepared for
publication,
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Subjects i

A group of 12 Swedish and 11
Japanese subjects participated in the
experiments. The subjects were students
of phonetics who had attended an
elementary course in phonetics. Although
these subjects are regarded as “non-
expert”, some degree of phonetic
awareness was necessary to be able to
estimate the tongue position on the
arbitrary “frontness x heightness” space.

Stimuli

The infant vocalisations  were
extracted digitally from recordings of
babbling_ made at the homes of two
Japanese’ and one Swedish infant. The
recordings cover an age range from 17 to
78 weeks. .

The stimuli for the perception test
were randomly sampled among all the
vocalisations that were free from noise or
the mother's speech.

Procedure

Two sets of stimuli were created: a set
of 107 vowel-like utterances that had
been produced by the Japanese infant and
a set of 150 utterances produced by the
Swedish infant. .

The stimuli were presented via AKG
K135 headphones. To familiarise the
subjects with the task, a training session
was run before the test proper. The
stimuli were presented in random order,
in blocks of S stimuli and an ISI of 3.5 s.

The subjects estimated the infant’s
tongue position for each vocalisation. To
reduce biasing with phonetic or
orthographic symbols, the responses
were marks of tongue position on an
idealised Sx5 grid of heightness and
frontness.

RESULTS

Japanese infants
Swedish listeners .

The judgements of vowel height and
frontness produced by Swedish adults
when listening to Japanese infants are
displayed as contours in figures 1a and
1b. The contours define regions of the
hypothetical vowel space within which
the subjects agreed in their judgements.
The contours enclose areas of the vowel

2 In the following we will not distinguish
between the data from these two infants.
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space where the agreement among the
adult subjects increases in 5% steps.
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Figure la. Swedish listeners’ judgements
of tongue position. Japanese infant 4-8
months old.
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Figure 1 b. Same as fig.la but for
babbling produced at 19 months of age.

lapanese listeners
) p’l(‘rhe judgements obtained from the
Japanese listeners, when listening to the
same babbling material are shown in
figures 2a and 2b. The age groups are the
same that were used in figures 1a and 1b.
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Figure  2a.  Japanese listeners’ Figure 3a. Swedish listeners’ Jjudgements

Jjudgements of tongue position. Japanese
infant 4-8 months old.

FRONT

Figure 2b. Same as fig. 2a but for 19-
months old Japanese infant.

Swedish infants
Swedish listeners

The distribution of non-expert
Swedish listeners’” judgements of the
babbling of a Swedish infant are
displayed in figures 3a and 3b.

of tongue position. Swedish infant 4-8
months old.

SVHIGHT

SVFRONT

Figure 3b. Same as in figure 3a but Jor
9-18 months of age.

Japanese listeners

The distributions of the judgements of
tongue height and frontness that were
produced by the Japanese adults when
listening to the babbling of the Swedish
infant are shown in figures 4a and 4b.
Also in this case the Japanese listeners
judged the same stimuli that had been
presented for the Swedish listeners.

- -
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Figure  4a.  Japanese listeners’

Jjudgements of tongue position. Swedish
infant 4-8 months old.
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Figure 4b. Same as in figure 4a but for
9-18 months of age.

DISCUSSION

The results above are simply counts of
the relative response frequency for each
position on the frontness x height chart.
This statistic does not reveal response
stability for specific infant utterances.
Instead it provides a general indication of
how consistent adults are. Vocalisations
equally rated by the adult listeners
increase response frequency at that
location in the grid. Following this line of
reasoning, the data suggests that adults
tend to be more consistent in tongue
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height judgements of early babbling and
that consistency in frontness tends to
appear only for later babbling, produced
between 9 and 19 months.

The response pattern of the Japanese
listeners tends to be more consistent than
that of the Swedes in the use of
frontness. This may be a reflection of the
typological differences ~ between the
Japanese and the Swedish adult vowel
systems.

Finally, there seems to be an
indication of continuity in the judgements
produced for babbling from the early and
the later developmental stages. The
islands of consistency observed up to 8
months tend to be still present in the
later, in spite of its increased diversity.

CONCLUSIONS

This study suggests that adults may
provide consistent feedback on degree of
vowel opening for early babbling
vocalisations. Consistence in degree of
frontness appears only for later babbling.
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VOCAL LEARNING IN INFANTS: DEVELOPMENT OF
PERCEPTUAL-MOTOR LINKS FOR SPEECH

 Parricia K. Kuhl and Andrew N. Melszoff
University of Washington, Seattle, WA

ABSTRACT

Infants’ development of speech begins
with a language-universal pattern of
production that eventually becomes
language-specific. Our work focuses on
the processes underlying this
developmental change in infants'
production of speech. One important
contribution to this change is vocal
learning — the process by which infants
listen to the patterns of ambient language
and attempt to reproduce them. We here
discuss studies on 12- to 20-week-old
infants' vocalizations in response  to
speech. The results show that (a) very
young infants imitate sound patterns they
hear, and (b) developmental change
occurs in the microstructure of infants'
vowel categories. We conclude that
connections  between auditory and
articulatory representations of speech
exist very early in life.

INTRODUCTION

Speech production during the first two
years of life has been described by
universal stages [1]. These changes
encompass: Reflexive Phonation (0 to 2
months), Cooing (1 t0 4 months),
Expansion (3 to 8 months), Canonical
Babbling (5 1o 10 months), and
Meaningful Speech (10 to 18 months).
Although there is considerable consensus
on the description of successive stages,
there is less known about the processes
by which change in infants' vocalizations
are induced. Two factors are critical in
producing the transition in infants,
anatomical change and vocal leamning.
The young infant's vocal tract is very
dlffercqt from that of the adult, and
anatomical growth must contribute, at
least in part, to the stage-like shift seen in
infants’ vocalizations,
. The factor emphasized here, however,
1s vocal learning. Human infants leam
speech by listening to ambient language
and attempting to produce sound patterns
that match what they hear [2]. Cross-
cultural studies show that infants from
different linguistic environments exhibit
differences in their vocalizations by 1

year of age, suggesting that by this age,
ambient langnage has had an effect on
spontaneous speech production [3].

The question examined here is whether
there is evidence of vocal learning earlier
inlife. One way to investigate this point
is to study vocal imitation. It offers a
behavioral assay of vocal learning. Vocal
imitation requires that infants recognize
the relationship between articulatory
movements and sound. Adults have an
internalized auditory-articulatory "map"
that specifies the relations between mouth
movements and sound. When do infants
acquire the auditory-articulatory map?

Experimental Evidence

Infants' vocalizations in response to
speech were recorded at three ages, 12-,
16-, and 20-weeks of age [4]. Infants (N
= 72) watched and listened to a female
producing one of three vowels, /&/, /i, or
/u/. The vowels were produced once
every 5 sec by a female talker and
presented via a video display (life-size
and in color). The stimuli were presented
to infants as they reclined in an infant scat
at a distance of 18" from the monitor.

All of the infants' vocalizations were
recorded. Those meeting pre-established
criteria for "vowel-like" utterances
(greater than 100 msec and fully
resonant, N = 224) were analyzed
perceptually by having them phonetically
transcribed, and analyzed instrumentally
using  computerized  spectrographic
techniques. ~ The phonetic transcriber
used a narrow transcription to initially
code the vowels: £, ], ¢, ae, a, a, U, U
Once transcribed, the vowels were
classified into one of three groups: o
like vowels (/ac/, /al, /n/), il-like vowels
AL, [eh), and fu/-like vowels (U/, /u).
A second individual rescored 30% of the

utterances, chosen randomly.
Transcriptional reliability for the three-
category coding was 92%.

Instrumental analysis was conducted
by a person who was blind to
transcriptional  classification of €
utterance. Infants' vocalizations Wer
analyzed using Kay  Elemetrics
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microcomputer-based equipment (CSL,
v. 4.0). The first two formants of each
utterance were sampled at five locations:
onset, at the 1/4, 1/2, and 3/4 points, and
offset.

Two outcomes of the study are
noteworthy for theory. First, there was
developmental change in infants' vowel
productions. Figure 1 displays the /a/-
like, fi/-like, and fu/-like vowels of 12-,
16-, and 20-week-old infants in an F1/F2
coordinate space. In each graph, infants'
vowel utterances are classified according
to the phonetic transcription data. The
closed circles enclose 90% of the
utterances in each category. As shown,
utterances in each of the three categories
formed clusters in acoustic space. These
clusters are, from an acoustic standpoint,
relationally consistent with productions
by adult speakers.

More intriguing from a developmental
standpoint, the areas of vowel space
occupied by infants' /a/, /i/, and A/
vowels become progressively more
separated between 12- and 20-weeks of
age. Infant vowel categories were more
tighlly clustered at 20 weeks than at 12
weeks.  What causes the increased
separation of vowel categories over this
relatively short (8 week) period? We
suggest that infants listening to their
ambient language have begun to form
Stored  representations of vowels in
memory; these representations serve as
largets” that infants try to match. Our
VIEW Is that the stored representations
resulting from infants' analysis of
ambient la.nguage influences not only
their perception of speech [see 11 for
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A second result of the study suggested
that infants’ vowel productions can be
influenced by short-term exposure to
sound. Infants' vowel productions were
altered depending on what they heard.
Infants produced more /a/-like utterances
when exposed to /a/ than when exposed
to /i/ or AW/, similarly, they produced more
A/-like utterances when exposed to /i/ than
when exposed to /&/ or /u/; finally, they
produced more fu/-like utterances when
exposed to /u/ than when exposed tw /a/
or fil. In sum, the particular vowel
stimulus infants heard influenced the type
of vowel infants produced.

The total amount of exposure that
infants received to their target vowel was
only 15 minutes (5-min exposure to a
specific vowel for each of three days). If
15 minutes of laboratory exposure
influences infants' vocalizations, then
listening to the ambient language for 20
weeks would appear to provide sufficient
exposure to induce change.

How do 12 week-old-infants know
how to move their articulators in a way
that achieves a specific auditory target?
Research on visually-specified
movements shows that newborns imitate
silent movements of the articulators, such
as mouth opening and tongue protrusion
[5]. We do not know if this kind of
mapping from auditory to articulatory
events exists at birth, but it is not out of
the question, given Melizoff and Moore's
findings of visual-motor mappings of
human mouth movements. )

Even if primitive connections exist
initially, they must be rapidly expanded to
create the repertoire that infants possess

discussion] but  their subsequent  just a short time later.  This rapid
Productions as well. expansion is gained, we believe, through
12 weeks 16 weeks 20 weeks
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Figure 1. The tocarion of lal, li -, 16-, and 20-week-old
; : al, lil, and lul vowels produced by 12-, 16-,

anis. The curves were dravn by visual inspection to enclose 90% or more of the
:’f””" unterances. Across age, infants’ vowel productions show tighter clustering in
owel space. From Kuhl & Meltzoff (In press).
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experience as infants engage in cooing
and sound play. Infant cooing, which
begins at about 4 weeks of age, allows
extensive exploration of the nascent
auditory-articulatory "map" during which
(self-produced) auditory events are
related to the motor movements that
caused them.  Presumably, infants'
accuracy in producing vowels improves
as infants relate the  acoustic
consequences of their own articulatory
acts to the acoustic targets they heard.
This implies that infants not only have to
hear the sounds produced by others, but
hear the results of their own attempts to
speak. Hearing the sound patterns of
ambient language (auditory exteroception)
as well as hearing one's own attempts at
speech (auditory proprioception) are
critical to determining the course of vocal
development.

Polymodal Speech Representations

Research on adults shows that speech
perception is a polymodal phenomenon in
which vision plays a role. This is
indicated by auditory-visual "illusions"
that result when discrepant information is
sent to the two separate modalities
[6,7,8].

Even very young infants appear to
represent speech polymodally.  We
demonstrated that 18-20-week-old infants
recognize auditory-visual connections,
akin to what we as adults do when we
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a woman pronouncing two vowels
silently and in synchrony, the vowel /&
and the vowel /i/. Infants heard one of
the two vowels (either /a/ or /i/), played in
synchrony with the faces from a
loudspeaker located midway between the
two faces. The results of the test showed
that infants who heard the vowel /fa/
looked longer at the face pronouncing /a/
while the infants who heard A/ looked
longer at the vowel /i/. The experiment
shows that by four months infants can
recognize that an /a/ sound is mapped to a
face articulating /a/ while an /i/ sound is
mapped to an /i/ articulation. Infants'
cross-modal speech perception abilities
provide direct evidence that infants
connect sound and articulatory movement
when they observe another person speak.

Developmental Speech Theory

We would like to offer a more general
developmental ~model  about  the
connection between audition and
articulation early in infancy. We
emphasize two terms: representation and
the influence of ambient language.
Ambient language comes into play
because it provides input to the child that
shapes his or her perceptual space even
before words are understood or produced
{11,12]. Representation comes into play
because we also believe that these speech
patterns are stored in memory — that they
are represented by the child and serve as

lipread [9].  Four-month-old infants “"targets" which infants try to match when
viewed two filmed faces, side by side, of they vocalize.
Stored Representations
Percept.ual Production
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Figure 2. Infans’ stored representations gffect both i ing the

’ ' speech perception, producing
perceptual clustering evidenced by the magnet effect, as well as speech production,
producing the increased clustering seen in infants’ vocalizations.

ICPhS 95 Stockholm

This framework is useful in interpreting
the production study reported here. The
study uncovered both long-term and
short-term changes in infants' vocal
repertoires. Long-term changes occurred
over the eight-week period (from 12- to
20-weeks) during  which  infants’
vocalizations were measured); short-term
changes occurred in infants' vocalizations
with relatively short periods of laboratory
exposure that were manifest in vocal
imitation. These findings suggest that
infants' acquisition of speech is strongly
influenced by the auditory information
that surrounds them.

Two lines of research converge in
speech development. On the one hand,
there are the findings that linguistic
exposure alters infants' perception of
speech [11,12], and on the other hand,
the result shown here that linguistic
exposure alters infants' production of
speech. These can be unified by the
suggestion that stored representations of
speech alter current processing, and that
this occurs from the very earliest phases
of infancy. On this view, the tighter
clustering observed in infant vowel
production and the tighter clustering
among vowels in infant perception are
both attributable to a common underlying
mechanism — the formation of
representations that derive initially from
perception of the ambient input and then
act as targets for motor output. The
speech representational system is thus
deeply and thoroughly polymodal. Early
listening affects both sensory perception
and motor learning.
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ARTICULATORY PREFERENCES IN FIRST WORDS: THE
FRAME CONTENT HYPOTHESIS

Barbara L. Davis (University of Texas at Austin, Department of Speech
Communication), Peter F. MacNeilage (University of Texas at Austin, Department of

Linguistics)

ABSTRACT

Phonetically transcribed
utterances for 1.) babbling, 2.) early
speech and 3.) concurrent babbling in
three normally developing infants were
analyzed to asses the ratio of labials to
alveolars in the three contexts.
Prediction based on the "Frames then
Content” hypothesis was that early
words would show a predominence of
labials indicating a return ‘to more
simple production patterns based on the
requirements of simultaneous lexical
and phonetic coding. Results showed
predominence of labials in first words
contrasted with a predominence of
alveolars in babbling for all three
infants,

INTRODUCTION

In contrast to Roman Jakobson's
early theory [1] proposing discontinuity
in sound use between babbling and
speech, recent work has shown
continuity between the two [2, 3]. With
few exceptions, output patterns in
babbling scem to correspond to output
patterns in first words. Phones most
frequently used to describe canonical
babbling and early speech output in
phonetic transcription studies are stops
[b], [d); nasals {m], [n],glides {j], [w],
and [h] [4] and vowels [¢], [ad, [a), [Al,
[3] [5, 6] in CV and CVCV forms.
Acoustic studies of ecarly vowel
development (7, 8, 9, 10, 11] are
consistent with transcription based
studies in showing early preferences for
vowels located in the lower left
quadrant. Evidence of continuity from
prelinguistic behaviors to early words
in both sound preferences and temporal
organization increases the importance
of understanding babbling as a crucial
first phase of development toward first
word production patterns.

Some evidence suggests that an
aspect of use of babbling patterns in
first words consists of even higher
frequency of usage of certain aspects of

babbling patterns in words than in
babbling. For example, the favored
number of syllables in babbling is one,
the favored consonant is a stop
consonant and the favored mode of
consonant repetition, reduplication.
There is evidence that these preferences
actually increase in first words and
concurrent babbling. Alveolars are the
most frequent stops in babbling [12]. It
has been noted that there is a strong
trend towards favoring labials in first
words and concurrent babbling, both in
English and in other languages [13]. It
is tempting to propose that with the
onset of the demand to interface the
lexicon with the motor system, the
infant enters a conservative motor
phase in which he/she focuses mainly
on the simplest of available motor
capacities. However, a simplicity based
hypothesis has a circular quality as
simplicity is taken as synonymous with
frequency rather than being defined
independenily. This circularity has
been a persistent problem with
Markedness which is fundamental to
phonological theory, and in principle is
a problem for any approach that
emphasizes relative frequencies. In this
case the claim that this incidence of
labials represents regression to simpler
forms is not necessarily circular. An
additional finding from babbling-to
speech studies offers a potential means
of avoiding the circularity problem for a
simplicity hypothesis.

MacNeilage & Davis [14, 15,
16] have proposed a "Frames then
Content” metaphor to describe spano-
temporal and biomechanical
characteristics of babbling and
continuity in transition to early speech
output. Frame applies to the rhythmic
regularity of mandibular oscillation
cycles resulting in listener perception of
syllable-like and therefore speech-like
output. It is claimed that close and open
phases of the cycle may often have no
associated neuromuscular activity other
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than movement of the mandible and
consequently no sub-syllabic
organization of Content elements. The
syllabic Frame thus constitutes the
earliest temporal envelope within which
segment specific Content elements
develop as the child gains increasing
independence of control over
articulators in speech movement
sequences. This perspective allows
testable hypotheses regarding
organization of babbling and speech
The CV Co- i

predicts strong associations between
labial closure and central vowel open
phase, alveolar closure and front vowel
open phase, and velar closure with back
vowel open phase as emerging from
mandibular oscillation in the temporal
domain. The iegati i

predicts manner changes across
successive closure (consonant) phases
and height changes over successive
open (vowel) phases, consistent with
the principle of mandibular oscillation
during output sequences. Both
hypotheses are generated from an ease
of articulation perspective suggesting
the driving force behind sound qualities
observed in pre-speech output is
production based rather than perceptual.
In a study of six normal infants [17],
tests of the CV co-occurrence
hypothesis showed either significant
associations or expected trends for the
three consonant places of articulation.
A potential conclusion from these
results is that earliest CV relationships
represent a lack of independence in
place of articulation between close and
open phases of canonical sequences.
Tests of the variegation hypothesis
revealed highly significant wends for
height over front back changes for
vowels and manner over place changes
for consonants for all subjects. This
result is suggested as being due to
change in tongue height based on
degree of openness of the jaw over
successive cycles.

The default mode for producing
speech like output is considered to be
found in the labial central vowel
association as no tongue presetting is
required to realize the sound qualities
produced. A predominence of labials in
first words would thus allow an
additional piece of evidence to confirm
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the ecase of articulation hypothesis
suggested by "Frames then Content”.

METHOD

Data analyzed for this study
were collected as a part of a larger
longitudinal project tracking early
normal speech development from the
onset of canonical babbling through age
3 1/2. Data for three infants were
analyzed for this study. Normal
development was established through
parent case history report. In addition,
each infant was administered the

lnventory [18) and hearing screening
using sound field techniques.

Three observers collected and
analyzed data for the infants. Each
observer tracked the same infant over
the course of the study. One hour
weekly sessions were audio taped in the
subject's home. An ATW-20 digital
audio recorder was used for both data
collection and subsequent transcription.
Each infant wore an Audiotechnika
ATW-1030 remote microphone in a
cloth vest. The microphone was
clipped at the shoulder to keep a
consistent mouth to microphone
distance and to keep the infant from
handling the microphone.

Data selected for analysis
included all speech-like canonical
babbling and word forms occurring
during the sessions. Vocalizations
analyzed were produced with an
eggressive airstream, including
minimally a consonant like closure
phase (articulatory obstruents,
sonorants, and glides), and vowel like
open phase within a single utterance
string. This criterion resulted in either
CV or VC monosyllables as minimal
units for analysis; polysyllables
included CV or VC alternations. The
non-oral closant i/ was included when
it was present in rhythmically
alternating sequences. All utterance
strings analyzed were comfort state
vocalizations produced without
simultancous background noise or
speech. Tokens selected as single
utterance strings were bounded by 1
second of silence, noise, or adult
vocalization.

All utterances which met these
criteria were phonetically transcribed
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by the primary transcriber using broad
phonetic transcription supplemented by
diacritics available for infant speech
[19]. All transcribed data was entered
using a phonetic keyboard and software
developed for analysis of infant data
[20]. Data analyzed for this
investigation included 8158 alveolar
and labial consonants.

RESULTS

Results for all three subjects are
displayed as ratios of alveolar
consonants to labial consonants.
Included in Table 1 are ratios for
prespeech babbling, concurrent
babbling and speech, and first words.

Table 1. Ratios for prespeech babbling,
concurent babbling and first words
Prespeech  Concurrent First

Babbling Babbling Words
St 135 S0 28
§2 433 3.34 35
83 165 1.76 40

All three subjects favored alveolar
consonants in prespeech babbling.
Ratios were 1.35, 4.33, and 1.65. In
first words, all three favored labials
strongly. Ratios were .28, .35, and .40,
One subject also favored labials in
babbling produced concurrently with
first words (S2; ratio 3.34).

DISCUSSION

The dominant perspective in the
area of early speech production has
been one of linguistic theory, which
mcludps the use of linguistic
formahs.ms to capture regularities in
early child productions. The object of
formal linguistic inquiry is an abstract
System shared by members of a
community rather than the actual
phonetics of speech output. The
consequence for study of acquisition is
emphasis on phonological contrast
rather than on details of output; the
message level rather than the level of
:Ifsn;lo g_tt:incration. One statement of

sition on speech development i
that of Mgckcp [21] "Phonolggy is ‘:
cognitive/linguistic system which exists
1ndepqndcpt}y of the phonetic system
on which it is based” (pg.436). At the
same time, the limitations children have
In producing speech correctly have
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frequently been acknowledged as being
largely motor control limitations,
without a corresponding attempt to
develop a coherent theory of speech
motor control.

A second consequence of the
formalist approach to speech
development has been a relative
emphasis on the onset of meaningful
speech as the legitimate starting point
for description, although recent work
has shown continuity between lat
babbling and early speech and dramatic
similarities across languages in
babbling and early speech inventories.
A coherent theory of speech motor
contro! in early development thus might
more properly be seen as beginning at
the onset of canonical babbling, the
initial manifestation of speech-like
motor behavior.

Findings of this study, viewed
in the context of “Frames then Conten”
as well as in the context of these infants
pre-speech babbling preferences for
alveolars support the strength of 8
production-based explanation for early
speech patterns as an alternative 10
development of linguistic categories
based on perceptual distance,
extensions of the child's mechanical
production constraints rather than &
rule-driven cognitive operations.
Predominance of labials in first words
related to preference for alveolars in
babbling is viewed as use of bast
production patterns to realize caly
lexical items. At the very least, mort
knowledge of early motor constrainis
will allow more careful evaluation of
claims related to cognitive o
phonological factors which have beet
suggested as being independent of
motor constraints. This independenct
must develop at some point. I
question then arises of how the child
achieves this independence if it is not?
given as a starting point.
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FINAL LENGTHENING AT PROSODIC BOUNDARIES
IN DUTCH
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Nijmegen University
Nijmegen, The Netherlands

ABSTRACT
In this paper we describe an
experiment that was set up to measure
segmental lengthening before five types
of prosodic boundaries, ranging from
the Prosodic Word boundary to the
Utterance boundary.

INTRODUCTION

It has been shown by several
researchers [1], [2] that segments are
longer at syntactic boundaries, and that
the amount of lengthening  increases
with  the boundary’s place in the
syntactic  hierarchy. However, we
assume that it is prosodic structure that
regulates the rhythm of language, and
that final lengthening therefore occurs
at  prosodic  boundaries, In earlier
experiments we have found this to be
true for boundaries below the word
level [3]. In the experiment described
below we investigated final lengthening
at boundaries ranging from the Prosodic

Word boundary to the Utterance
boundary.

METHOD

Our experiment Was set up to test
the influence prosodic boundaries have
on the durations of the segments that
precede them. We based our definitions
of the relevant prosodic boundaries i
Dutch on [4].

We devised five carrier sentences in
which target wordg could be placed
before one of five Prosodic boundaries,
The lowest boundary we tested was 3
Prosodic  Word boundary within a
compound. The pext boundary was 5
Prosodic Word boundary at the end of
a morphological word, for which the

_

target word was an adjective within 2
NP. In prosodic theory there is po
difference between these  two
boundaries, although morpho-
syntactically there is. The next higher
boundary to be tested was the
Phonological Phrase (PPh) boundary,
which occurred at the end of an NP in
our material. The highest boundary was
the Utterance boundary.

To rule out any possible effect of
sentence length we made sure that al
carrier sentences had the same number
of words before and after the target
word position. Since it is not clear
whether the shortening effect of the
number of words following a target
word can pass the Utterance boundary,
or alternatively, whether the Utterance-
final lengthening effect is distinct from
the lengthening before the end of 2
discourse, we added a small sentence
after the Utterance boundary, consisting
of the same two words that followed
the PPh-boundary. In order to be abl
to answer this question we als
included the Utterance boundary
without this following sentence in our
materials,

Material

It has been pointed out by [5)
among others, that segment classes may
differ in the amount of lengthening they
show at boundaries. Therefore, We
chose target words ending in scgments
from four consonant classes, each of
which followed a long as well as 2
short vowel. This resulted in the
following target words:

words in our material, but we will not
go into that part of the experiment in
this paper.

The target words were placed in
carrier sentences in the five boundary
positions described above. This led to
meaningful sentences in nearly all
cases. Our speakers received
instructions about the non-meaningful
cases to enable them to treat these
sentences as  normal, meaningful
sentences. The sentences were read by
two male native speakers of Dutch.
Each item was repeated ten times by
each speaker. The sentences were
recorded in a  sound-proof studio.
Durations were measured using a wave-
form segmenting program.

RESULTS

We performed ANOVA’s on each of
the four subsets (liquids, fricatives,
nasals and stops). For every subset the
variable ‘boundary’ had a significant
effect on the vowel and the consonant
directly preceding the boundary. For
liquids and their preceding vowels this
Was  F4,172)=111.4, p<.001 and
F4.172)=27.1, p<.001 respectively. For
nasals the values are F(4,173)=143.4
P<00l for the vowel and F(4,173)=
161.76, p<00l for the nasal. For

fricatives  they are F(4,176)=179.3,
P<.001 for the vowel and
F4176)=47138, p<001 for the
fricative  ang finally for stops:

F(4,169)=71 45, p<.001 for the vowel
and F(4,169)=47.35, p<.001 for the
$op. This means that the durations of
Every type of consonant and all vowels
Preceding  them  are significantly
influenced by the type of boundary they
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1. Target words. precede. Onsets were never

Table 5 significantly  influenced by their
lig nas fric stop boundary position.

To find out which of the boundaries

vV | bar kon  pas mocg contributed to this effect we performed

W | bar kan pas ma a post-hoc analysis (Tukey’s HSD). To

avoid large within-group variance we

We also included bisyllabic target did separate post-hoc tests for long and

short vowels. In the four tables below
we can see the means for vowels and
following consonants, for each segment
class. The digits correspond to prosodic
boundaries, 1 is the Prosodic Word
boundary within composite words, 2
the final Prosodic Word boundary, 3
the Phonological Phrase boundary, 4
the Utterance boundary followed by a
second sentence and 5 the Utterance
boundary without this sentence. Values
that are significantly different from the
preceding values are underlined.

Table 2. Means in ms. for target words
ending in liquids.

1 2 3 4 5

o 119 120 122 149 1
r 40 42 44 8

161 170 163 18
43 41 45

LAl

Table 3. Means in ms. for target words
ending in nasals.

1 2 3 4 5

a 80 84 96 111 113
n 46 48 51 81 90
a 139 135 153 164 170
n 42 40 47 79 82
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Table 4. Means in ms. for target words
ending in fricatives.

1 2 3 4 5

a 97 103 104
s 67 71 76

o
(98]
W
[
>
[%)

|
|

=
=Y
18]
juy
o]
[\S]

|
|

a 160 159 162
s 66 69 721

=
o]
{9;]
N
o
o]

[
~
[
[§]

|
|

Table 5. Means in ms. for target words
ending in stops.

1 2 3 4 5
a 86 86 85 101 100
t 36 37 41 55 58
a 144 140 133 155 169
t 37 33 41 49 1
Boundaries

Looking at the tables above we find
some interesting results. To begin with,
we never found a significant difference
between boundaries 1 and 2. Since
there is no phonological difference
between 1 and 2 in the theory of
prosodic constituency we adopted, this
means that segment durations, in these
cases, reflect prosodic structure rather
than morpho-syntactic structure, In part,
this also holds for boundaries 4 and §.
In most cases there was no difference
between segment durations before these
two boundaries. The fricatives (and
their  preceding vowels), however,
showed more lengthening in 5 than in 4
and so did the long vowel before the
stop.  Prosodically, 4 and 5 are
identical: they are both Utterance
boundaries. But phonetically  they
differ: in 5 the boundary is ‘discourse’-
final, whereas in 4 another utterance
followed in the same discourse. It is
well known that the number of words
following a target word has an effect
on its duration. It is not clear, however,
whether this effect can cross the
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Utterance  boundary. The results
described above suggest that it can,
especially in  cases where extreme
lengthening is possible, as is the case
with fricatives.

The effect of the Phonological
Phrase boundary can only be observed
in table 3, showing the words ending in
nasals. Vowels that preceded nasals
were significantly longer before PPh-
boundaries than before word
boundaries.

Segments

As has been pointed out in [5], there
has been some discussion on the
question which part of the syllable is
lengthened, and which segments can be
lengthened before boundaries. For
example, in [6] it is said that most of
the  syllable lengthening before
utterance  boundaries is due to
lengthening of the vowel. It is also
assumed in [6] that only sonorant and
continuant segments can be lengthened.
In [7], however, it appears that final
lengthening largely affects the later pat
of the syllable. In [5] it was found that
stops may show considerable
lengthening, even more than the
preceding vowel.

When we look at tables 2-5, we see
that in our material the largest share of
preboundary lengthening is not borne
by the vowel but by the following
consonant, as was found in [5} and [7].
This was true for all segment classes,
including  stops. Fricatives were
lengthened most (up to 272%), but
even stops were lengthened by 192%
after long vowels. On the whole, the
values for the different classes are not
as far apart as might be expected.

CONCLUSION

The experiment we described above
shows that higher prosodic boundarics
trigger more final lengthening thao
lower prosodic boundaries. AR
interesting finding was that compound-
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internal Prosodic Word boundaries hav.e
the same effect as word final ones. This
means that segment duration reflects
the Prosodic Word boundary instead of
the morpho-syntactic word boundary.
The effect of the Phonological Phrase
boundary could only be observed in
words ending in nasals. Thus, at least
in some cases, this boundary affects the
duration of the segments before it.

We found a difference between a
discourse-final Utterance boundary and
an Utterance boundary that occurs
before another sentence. This suggests
that the Utterance boundary may not be
the highest boundary that needs to be
recognised, or alternatively, that the
shortening effect that following words
have on the target word may cross
Utterance boundaries.

Our experiment confirmes the
findings in [5] and [6] that final
lengthening affects the vowel as well as
the consonant following it, but that it is
the latter which is lengthened most,
even when this is a stop.
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NOTES ON SYLLABLE DURATION IN FRENCH AND SWEDISH
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ABSTRACT

We have studied the durational
contrast of stressed and unstressed
syllables as a function of the number of
phonemes per syllable. Observed
differences in regression lines for the
French and the Swedish data are
discussed with respect to the concepts of
syllable timing and stress timing. We
have also studied the effect of tempo in
French. A noteworthy observation is the
constancy of pre-pause syllable durations
with tempo variations.

INTRODUCTION

In our earlier study [1] comparing the
reading of a one minute long passage
from a Swedish novel which was
translated into English and French, we
measured average syllable durations
within a stressed/unstressed, i.e. an
accented/unaccented, labelling and as a
function of the number of phonemes per
syllable. The smaller durational contrasts
between  stressed  and unstressed
syllables in French than in Swedish and
English gave a support for the
established notion of French as a syllable
timed language and Swedish and English
as stress timed languages. The concept
of “stress timing" is attributed not toa
physical isochrony but to an overall
relative greater auditory prominence of
the alternation between stressed and
unstressed syllables.

The present study provides data on
the same text for one more French
subject and variations of reading speed
and it provides a more detailed
comparison of Swedish and French data.
For details about the text see [1]. A
perceptual binary labelling of syllables
as stressed and unstressed performed by
three trained listeners revealed that in aj]
three languages about 9 % of the
stresses were found in content words
including adverbs, Comparing syllables
of the same number of phonemes we
found about 50 ms stressed/unstressed
contrast in French and about 120 ms in
Swedish. The average number of

phonemes per unstressed syllable was
2.1 in French and 2.25 in Swedish, while
stressed syllables showed a marked
difference, 3.0 in Swedish and 2.3 in
French, which contributes to the overall
greater durational contrast in Swedish. In
the present study we have investigated to
what extent the particular dominance of
phonemes of inherently long duration
should be taken into account when
comparing  stressed and  unstressed
syllables. We have also made a more
detailed analysis of pre-pause terminal
stress in French versus the "minor
stresses” within a phrase and in relation
to speech tempo.

SWEDISH REFERENCE DATA
Figure 1 illustrates average syllable
duration as a function of the number of

d AJ. SYLLABLE DURATION
M1 x < DISTINGT
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d=984+74.n,

d=67+71n
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pra—

200 ===
d=44+61.n
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1 1 1 L

1 2 3~ 4 n

Number of phonemes per syllable
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-&- LN

300 |-

200 x
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! 1 1 B
1 2 3 4

Number of phonemes per syllable

Figure 1. Syllable duration from
Swedish prose reading.
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es in stressed and unstressed
g?ﬁ:ﬁfels of the original Swedish prose
text. The two speakers in the lower graph
differ significantly in the duration of
stressed syllables but marginally only in
terms of unstressed syllables.
A quite similz;lr rehliatlllop is g)mk;’e afizgﬁ
in the upper which is a comy
];’ﬂolur }r?fzrgzle) subject AJ reading the
text twice, in a distinct‘mode and in a
normal mode. There is an apparent
stability of the duration of unstressed
syllables whereas the stressed/unstressed
contrast is a speaker and speaking
specific feature. In 2-phoneme syllables
the stressed/unstressed difference was 98
ms and 112 ms in 3-phoneme syllables.
In the distinct reading mode the contrast
was 25 ms greater than in the normal
speaking mode. Unstressed syllables
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averaged 125 ms and stressed syllables
290 ms.

A COMPARISON OF FRENCH AND
SWEDISH ) )
A typical French prosodic phrase is
illustrated in Figure 2, "Le long de trois
des murs...". The intonation contour here
marks three so called prosodic wpr.ds,
i.e. three "stress groups", each containing
a content word with an F, rise of the
order of 6 semitones in the vowel, in
non-final groups followed by a
corresponding  F, fall. The recurrent
pattern of F rises and falls in successive
prosodic words within a phrase and the
associated lengthening of stress-group
final syllables produces a ‘rhythm1ca1
regularity. The large duration of the
phrase-final syllable [my:r] is apparent.

[

SEI6.00 Wiz, Mu 250 Kz, Te 4.0 s, Cain 10 &, oFFT 128 of 556

e —————

u&zgﬂ*‘-

g

uum_u B
I

; " illogram,
Figure 2. French prosodic phrase, "Le long de trois desl $urs . Oscillogr:
spectrogram, log F, and intensity, LP 1000 and HP 1000 Hz (below).

Figure 3 shows average syllable
duration as a function of the number of
phonemes per syllable comparing two
French speakers and our Swedish
teference speaker reading the same base
text. Phrase-final syllables are excluded.

€ stressed/unstressed  contrast  is
dparently lower in the French than in

e Swedish data. Regression lines for

and unstressed data converge for
flfs?:rinch data but diverge for the
Swedish data. This compression ver?us
expansion of the duration of compl te_x
syllables adds to the language sg)em;g
contrasts and can be quantifie fwtlh h
reference to the constants ©

regression equations.
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350 Swedish subject A]  #—x o j -
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Figure 3. Syllable duration, One ! 2 3 ¢

Swedish and two French subjects.

Table 1. Regression e uations
syllable duration d=q+bn zzs a ﬁmcl{g;

of the number of Phonemes per syllable.

] Unstressed | Stressed
Swedish, AT | d=9+51n d=84ie67n
French, CC d=-11+66n d=89+50n
French, PT d=-10+63n | d=76+48n

In Swedish the slope facto b i
grﬁatglr for dstressed tlljlan unsrtresscls
syllables and th, i
pyllable € reverse is true for

Figure 4 contrasts hj h

4 and |
speaking rate for the Frenc% subject I(’)'I‘y
: 31 higher tempo reduces durations of
t}? stressed and unstressed syllables to

e effect that unstressed syllables of the

mately the same dyrati
syllables of the fli or sons, 8 stressed

) gher speaking rat
Swedish the durational Ic)ontra;gt r:; ez;l:g
reduced but to a less extent [2].

A wellknown feature is the extr:
guran}(:n of phrase-fina] syllablisl orilg
threnc [31. A remarkable finding is that

ey stay approximately constant with
{}eladgng rate. A study of pausing showed
that in addition to § sentence final pauses
ere  occurred 12 pauses  within
sentences at normal and high speech rate
and 16 at a low speech rae, The mor
€quent pausing in slow speech js a weﬁ
own phenomenon [4]. The effectiv
rqadmg time, pauses ex¢luded was 16‘;
higher in the low than in the n,ormaI rateo

Number of phonemes per syllable

Figure 4. Syllable duration at high and
low speech rate. French subject.

and 13% lower in the high than in the
normal speaking rate. The ratio of pause
time to effective reading time was close
to 38 % at both normal and low speaking
rate and 22% at the high speaking rate.

PHONEME DURATIONS AND
INHERENT LENGTH

These corpora are too small to allowa
representative listing of the durations of
individual vowels and consonants but
there is a basis for considering certain
group data, i.e. to what extent syllable
duration is influenced by the relative
occurrence of phonemes of inherently
long durations and also how the stress
induced lengthening affects the vowd
and associated consonants. As already
stated in [1], stress in French induces
almost no lengthening of consonants
following a vowel in a non-termin
syllable, the main effect to be observed
Is in the vowel and preceding con-
sonants. In  Swedish, consonants
following a short stressed vowel cary 8
large part of the syllable lengthening. In
English preceding and  following
consonants have about equal importance.

An example of segment duration
profiles in French unstressed, stress
non-terminal, and stressed final syllables
is shown in Figure 5. It pertains to 3
phoneme syllables of type CCV @

C with segment notations C-2, C'l,
Vand C-1,V, C+1.
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150 Pre-pause

S0t

e C, C, v C,
100+ Stressed

S0+

s C, Cy v C,

100 +

Unstressed

2 € VG l

Figure 5. French segment durations in
pre-pause, stressed and unstressed
syllables.

It verifies the importance of the vowel
as a primary object of stress induced
lengthening and of consonants in non-
terminal locations. In terminal prepause
locations the final consonant adds
significantly to the syllable duration.

An analysis of stressed versus
unstressed CV sequences in non-terminal
positions provided the following results.
For speaker PT the difference in vowel
durat%on was 28 ms and in consonant
duration 19 ms, ie. a total
stressed/unstressed contrast of 47 ms.
However, the more frequent occurrence
of consonants of a relative large duration
In stressed than in unstressed syllables,
fricatives and unvoiced stops and also
[b], accounted for 11 ms of the 19 ms
dlfferenCt; in consonant duration. The
stressed induced consonant lengthening
Was thus merely 19-11=8 ms. Similarly,
the more frequent occurrence of nasal
vowels and of the diphtong [wa] in
Stressed syllables contributed to 4 ms of

€ stressed/unstressed contrast. The true
stressed induced vowel lengthening was
thus 284<24 ms. Of the total C+V
difference of 47 ms a net of 32 ms
represented a true lengthening associated
}Nlth Stress. Similar figures were attained

or speaker CC, ie. 4 ms for inherent

Yowel duration and 8 ms for inherent
%Oilsoinam durations and a total of

V=34+28=62 ms stressed/unstressed
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difference of which 50 ms represents a
true segment lengthening. Differences in
inherent durations may also explain a
part of the  stressed/unstressed
convergence in the French data, Figure
3. In Swedish the role of phoneme
inherent durations was found to be
insignificant since the distributions were
quite similar in stressed and unstressed
syllables.

CONCLUSION

In French a part of the observable
average durational difference between
stressed and unstressed syllables of the
same number of phonemes is due to a
larger proportion of phonemes of a
relatively long inherent duration in
stressed syllables. Regression lines for
stressed and unstressed  syllables
converge in French but diverge in
Swedish. These findings add to the two
basic components of durational contrast,
that of stress induced lengthening and
the dominance of 2-phoneme syllables in
French. The smaller total durational
contrast between stressed and unstressed
syllables in French supports the view of
French as a syllable timed and Swedish
as a stress timed language. The rhythm
of French 1is, however, a more
complicated question. The sequence of
prosodic words also carry a rhythmical
pattern.
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UTTERANCE-FINAL LENGTHENING:
THE EFFECT OF SPEAKING RATE
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ABSTRACT

The phenomenon of utterance-final
lengthening is a fairly ubiquitous one.
However, there appear to be limits to
the extent that the speech system can
slow itself and still operate under the
normal control regime. This study found
that while final lengthening occurs at fast
and comfortable speaking rates, it did
not occur when speech was slowed.
Rather, the effect of slowing speech was
to increase the relative durations of
vowels in utterance initial syllables.

INTRODUCTION

Although utterance-final lengthening
has been widely studied, the origin of
this effect has not been established. One
possibility is that final lengthening is
determined by linguistic characteristics
of an utterance (that is, the inherent seg-
ment durations and the phonetic, seman-
tic, and syntactic context in which the
segment occurs). So, for example, it has
seemed reasonable to suggest [1,2] that
final lengthening is a planned effect pro-
vided to listeners to help them identify
syntactic boundaries. Indeed, it has been
shown [3] that listeners expect longer
durations for words in phrase- and sen-
tence-final positions. Another possibili-
ty, however, is that final lengthening
arises from neurological, muscular, and
mechanical characteristics of the speech
system.
We have previously reported studies
of ataxic dysarthric speakers [4,5] in
whose speech there was an absence of
utterance final lengthening. The question
that arose from that result was whether
final lengthening failed to occur because
utterance-final events were affected dif-
.ferent_lally by the underlying neurological
lmpairment, or simply because these
speakers were already speaking so
slowly that they could not slow their
speech any further. We hypothesized
that one would find the same absence of
final Iengthening in unimpaired speakers
if they simply spoke slowly.

METHODS

We used four utterance types (Table
1), two five- and two seven-syllable
sentences. The target word ‘pal
occurred either in medial or final position
at both sentence lengths. Five women
between 28 and 36 years of age, withmo
history of speech or hearing difficulties,
served as subjects. At the time of
recording, all were recent graduates of 2
master’s degree pro-gram in speech-
language pathology. They were unaware
of the specific purpose of the
experiment until after the recordings
were completed. They produced a set of
sentences at three self-selected speaking
rates: natural, fast, and slow.

Table 1. List of sentences

Short Sentences: ]
Medial: Seek a pat music.
Final:  Seek a music pat.

Long Sentences: .
Medial: Seek a pat grand musical.
Final:  Seek a grand musical pat.

The subjects listened to a recorded,
natural rate exemplar of each sentence
and saw a written version of the ser-
tence each time it was to be.repeate.d a
each rate. The only special instructions
were to produce the sentences without
pauses. They were given practice trials
until they were comfortable with the
task. No subject wanted more than %0
trials of each sentence at the slow raté,
and none at the natural and fast rates.

The sentences were presente.d n 5le
random orders; in each, the subject W&
asked to repeat each of the sentences
twice at her natural, then twice at her
slow, and finally, twice at her fast ratt?-
In all, each subject produced 12 WP;E -
tions of each sentence at each rate (l
sentences/subject, 720 sentences In al )'a

Audio recordings were made using
Marantz PMD 221 cassette r_ecorder an
Sony unidirectional, low gmpedancfe'
dynamic microphone. The signals weh
digitized at 11kHz on a Macintos
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ra 800 microcomputer, using
(S):lf:dDesigner 1I software and a 12-bit
Digidesign audio-media board. They
were analyzed using Signalyze 3.0.1
software implemented on the same
computer. Segment duration measure-
ments were made from synchronous
waveform and spectrographic displays of
each sentence, expanded to provide a
minimum resolution of 1.5 ms.
Because it was not always possible to
identify the onset of the initial [s] frica-
tion, the onset of [i]-formant structure in
‘seek’ was used as the beginning of each
token. The acoustical point used as the
end of the token depended on the final
word: the end of [2] in ‘pat’ for the two
sentences in which the target word was
in final position, and the end qf [I,] in
‘music’ or the end of [1] in ‘musical’ for
the sentences in which the target word
was in medial position. We alsg
measured the durations of [i] in ‘seek,
and of [] of ‘pat.’

RESULTS

As expected, the ‘slow’ utterances
have the longest, and the fast ones have
the shortest, durations (Figure 1). In
addition, there are greater differences
among subjects in the ‘slow’ than in
either the ‘natural’ or the ‘fast’
condition, and the difference between
‘slow’ and ‘natural’ speech is greater
than that between ‘natural’ and ‘fast’
speech. (This is not surprising, since
there are no necessary limits other than
respiratory capacity on how long a
sentence might last. However, the degree
of shortening must be limited--segments
have some shortest duration below
which they cannot be articulated--and,
possibly, perceived.)

Also as expected, a 3-factor ANOVA
revealed that, across subjects, both
Speaking rate and sentence length had
significant effects on sentence duration,
but the position of the target word did
not. There was also a significant inter-
action between rate and length.

Figure 2 presents the pooled mean
durations of the vowel [2], in the target
Word ‘pat’ A 3-factor analysis of
variance revealed that for each subject,
Rate had a significant effect on the du-
Tation of the target vowel, that Position
of the target word was significant for
four of the subjects, and that the Rate x
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Position interaction between was signifi-
cant for all five subjects (Table 2).
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To examine further the relations
among [z] duration, speaking rate, and
target word position, we calculated the
ratio of [a] duration to that of the
sentence in which it occurred. In Figure
3, we see that the medial-position ratios
(depicted by circles) are more similar
across speaking rates than final-position
ratios. Of particular interest here is that
although the ratio is generally greater for
final- than medial-position targets at the
fast rate, the ratio decreases as speaking
rate becomes slower. Thus, as sentence
duration increases as a function of
speaking rate, final syllables occupy a
smaller proportion of the total utterance
duration, compared with the same
syllables produced at natural and fast
speaking rates.

Table 2. Results of 3-way repeated mea-
sures ANOVA on the effects of Rate and
Position and the Rate x Postion interaction
onthe duration of the target-word vowel.

Variable: Rate

Subject F (df) P
1 284.16 (2,143)  .0001
-2 115.62 (2,143) .0001
3 188.29 (2,143) .0001
4 115.67 (2,143)  .0001
5 1118.99 (2,143)  .0001
Variable: Position
Subject F (df) P
1 242.38 (1,143) .0001
2 448 (1,143)  .0400
3 34.03 (1,143)  .0001
4 1113 (1,143) 0103
5 1.50 (1,143) 2456
Variable: Rate x Position
Subject F (df) P
1 18.66 (2,143) .0001
2 414 (2,143) 0192
3 73.89 (2,143)  .0001
4 2628 (2,143) .0001
5 487 (2,143) 0177

The data shown in Figure 4 are analo-
gous to those of Figure 3, but are ratios of
the duration of [i], the first vowel in the
sentence, to overall sentence duration,
We had no reason to expect that the
position of the target word would affect
the duration of [i}, and so should not be
surprised that the ratio patterns are the
same for the two sentence types. That
is, that the medial-position and final-
position functions are superimposed at
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all three speech rates for all five subject;

showing that utterance-initial syllables :

occupy a relatively larger proportion of
the entire utterance duration as speaking

rate becomes slower. What is especially '

interesting, we think, is how clearly |

these [i]-ratio data, taken together with |

those for [#], show that as sentence |
duration increases with speech rate !

(from left-to-right in each group), the
early parts of sentences show the greater
growth in duration; that is, they occupy
a larger proportion of the sentence.
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Figure 3. Ratios of [a]-to-sentence dur®
tion for all five speakers. Circles repre:
sent medial-position target-word ratics

X’s represent final-position target-Wor

ratios. F=fast rate, N=natural 1t

S=slow rate.

In summary, then, our data suggess 5

first, that slowing down speech resu
in longer relative durations of vowels

utterance-initial syllables (e.g., the 18

seek). Second, vowels in sentence- -
position tend to occupy the S

proportion of a sentence across chang® |
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in speaking rate. Third, vowels in
sentence-final syllables are not
lengthened further at slow rates, and
thus, have shorter relative durations at
slow speaking rates.

0.25Tg:q
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F shr\ért S 'F Io'r\\lg
Figure 4. Ratios of [i]-to-sentence
duration averaged for all five speakers.
Circles represent medial-position target-
word sentences, X’s ratios In final-
position target-word sentences. F=fast
rate, N=natural rate; S=slow rate.

The simplest explanation for this last
result, that our speakers ran out of air,
can be rejected because if that were true,
[2] should have been shorter in long
than in short utterances, and this was
not so.

Another possibility is that, under nor-
mal circumstances, the speech system’s
natural rhythm reflects the sort of
‘winding down,” or general declination,
across the components of the breath
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group [6,7]. However, there may be
limits to how slowly one may speak and
still be operating under the normal
regime.
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ABSTRACT

Itis a well known fact that segments
may occur in a great variety of different
phonetic realizations in conversational
speech. The question addressed here is
to what extent the durational component
of linguistic quantity in conversational
speech will differ from that associated
with citation forms. Durational ratios
play a significant role in the realization
of different quantity degrees in Skolt
Sdmi (a Finno-Ugnic language). This
language makes lexical as well as
grammatical use of the quantity feature.
The objective of this study is to examine
the maintaining of  linguistically
significant  durational  ratios  in
conversational speech. The results of
three experiments designed to determine
the role of duration in quantity
realization point to (i) recognizing the
significance of certain durational ratios
associated with different morphological
classes in Skolt Sdmi, and (ii) there
being a definite tendency to maintain
these ratios in speaking modes radically
different from those occurrences of

speech where more articulatory precision
1s needed.

INTRODUCTION

Previous analyses of Sdmi quantity have
established that disyllabic units (stress-
groups) are to be regarded as the domain
of quantity [1]. It has generally been
accepted that within the disyllabic unit
there exists a definite  durational
interdependency between the first
syllabic vowel, the consonant(s)
following it, and the second syllabic
vowel.[3]. The results of the acoustic
analysis reported on here derive from
three expeniments all  directed toward
examining durational interdependencies
from the perspective of the maintaining
of the characteristic durational ratios that
exist between the first syllabic vowel
anq the consonant(s) following it. These
ratios were discussed in [4, 5]. The
maintaining of these ratios were

examined (i) in disyllabics were
compensatory lengthening  occurred
(first experiment); (ii) in larger
grammatical units (second experiment);
and (iii) in disyllabics occurring in
spontaneous conversations in which the
same speakers participated as in the first
two experiments (third experiment). On
the basis of the result of the first
experiment it was concluded that
durational ratios rather than absolute
durational values are relevant in the
signalling of different quantity degrees
in Skolt Sdmi. The second experiment
showed that the tendency to maintain the
durational ratios overrides the apparent
tendency to keep the duration of larger
grammatical units (such as the
paragraph)  constant. The  third
experiment implies that there is a definite
tendency to keep the durational ratios
unchanged -- thus phonetic variations
that occur in conversational speech will
not affect durational ratios relevant in the

realization of distinctive  quantity
degrees.
EXPERIMENTS

In all three experiments described
below the recording was made with a
Scully Full-Track Broadcast Machine
tape recorder in a sound-proof room.
The recording speed was 7.57 per
seccond. The software for making
durational measurements was  the
Signalyze (Version 3.12) with 2
Macintosh computer.

Durational ratios in
compensatory lengthening

In the first experiment recordings of
1,200 disytlabics belonging to the five
types of disyllabics [3,4] were made by
two speakers. They were asked to place
the test-words in the sentence frames
cielk e’pet and saar ... epet  ‘say -
again’ respectively.

Skolt S&mi has a phonological rule
that either reduces or drops word-fin:
vowels (the latter being more common if
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ected speech). There are five
ls)(t;[\:lztural typgsei;' disyllabics where this
rule may apply {3]: Type 1 (containing a
long geminate), Type 2 (containing a
long consonant cluster), Type 3
(containing a single con_sonam), Type 4
(containing a short geminate), and Type
5(containing a short consonant cluster).
Type 1 has (wo sub-groups: 1a
(containing liquids, nasals ~or non-
sibilant fricatives), and 1b (containing
plosives, affricates or sibilant fricatives).
Similarly, Type 4 has two sub-groups:
4a (containing voiced fricatives); 4b
(containing a plosive, affricate or
voiceless fricative). Dumlpnal
mesurcments were made of the first
syllabic  vowel, the cons_onzml(s)
following and the second syllabic vowel
(when present). Table I summanzcs the
results of these measurcments when
there is a full vowel in the second
syllable; Table 2 summarizes the results
of these measurements when there 1s a
reduced vowel or no vowel at all word-
{inally. Mean durations (x) and standard
deviations (SD) are given for each
segment in  each slruclur;ﬂ type
(durational  values are given iR
milliscconds). Thesc tables also show
the V/C ratios.

Table 1. Durational measurements of
disyllabics with a full vowel in the
second syllable

Type V C vIC

x SD x SD

la. 209 13 171 20 1.22

Ib 188 16 222 16 0.84

2 147 14 322 16 0.45

3 27320 8 8 3.21

da 206 15 146 10 1.41

4 206 15 207 17 0.99
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average 32 msec for vowels and 38
msec for the first syllabic consonan(s).

Table 2 Durational measurements of
disyllabics with a reduced vowel or no
vowel word-finally

T v C viC
e x SO x SD

la 240 22 207 18 1.15
b 220 19 265 21 0.83
2 170 13 373 21 0.45
3 34920 8 7 3.80
4 233 15 179 16 1.30
4 233 15 253 20 0.92
5 2690 18 198 16 1.35

5 229 21 163 17 1.30

The results of the durational
measurements, as prescnted in Table 1
and 2, show the realization of the
compensatory lengthening process. It
can clearly be seen that all these
structural types behave similarly in terms
of durational incrcase as a result of
compensatory  lengthening: i.e. the
duration of the vowel that has become
reduced or deleted in the second syllable
is added to the duration of both of the
preceding segments. The durational
increases in  the relevant segments

The pattern of durational increase,
observable in the five structural types
where compensatory lengthening 18
present, suggests wo important trends:
(i) the durational ratios remain constant,
and (ii) the durational increase occurs u}
both the consonant(s) and the V9W§
segment preceding the second syllabnc;
vowel. The different behavior 0
disyllabics belonging 10 the 'lhl.l’d tyge
have been discussed in detail in [3,']
and its implications are not relevant in

1 t.
lhl%l"(;f;mezi(bove mcasyrements ‘thl;Sl
indicate the maintaining of dquOna]
ratios even though absolute duration
valucs change duc 1o compensatory

lengthening.

The maintaining of Quratlo.liad
ratios in larger gra}mmatlcalﬁmzi S ]
This second experiment consiste: }(])
the recording of six paragraph§ by dl ﬁ
same two speakers, each p‘lx:agrm E: l
being recorded twice; thus the o
number of recorded paragraphs was G
Each of the siX paragraphs unts
investigation contains three scrl:texx,ere.
The sentences in lthcfS:r p?;zlgrm;:) rien'ng
ame, €Xxcep! '
;\t;li)res‘l?cwjls of this vexp‘cnmcnt w:;e
discussed in [5]. Suffice 1t here to _ny
that the clearly recognizable 'un:t zg;
strategies by the speakers lhat' z'nmiau:d
certain durational target ar¢ dbso:::nces
with shorter word duration in sen_l'on)
the third (e last posit n
tly, scgment durations ‘;
these words are also sngmf‘lqcan e{
decreased. Durational c angcr;:
manifested in  these segments \:tam
examined in relation 0 the con

in
Consequen
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durational ratios between the first
syllabic vowel and the consonant(s)
following it as discussed above in
connection with the compensatory
lengthening phenomenon. Thus, it was
to be expected that shorter word duration
associated with paragraph-final sentence
position will correspond with shorter
segment duration. The question I tried to
answer was whcther or not absolute
durational change -- in this case,
decrease in duration -- affects the ratios
of first syllabic segment duration. In
particular, the issue addressed in this
experiment was whether there is a
tendency to keep durational ratios
between the relevant segments constant.

The result of this present experiment
indicates that changes in absolute
duration indeed do not affect durational
ratio values. Table 3 shows mean
durations of the first syllabic segments
of disyllabics together with their
durational ratios; Figure I summarizes
the changes in absolute duration in
relation to constant durational ratios. The
paragraph-final words that contain the
segments analyzed here belong to the

first structural type, Type laand 1b (see
above).

Table 3. Mean duration and durational
ratios of segments in disyllabics Types
la and 1b of paragraph-final words
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Type _V _C ViC
x SD x SD
la 174 21 139 20 1.25

Ib 155 19 164 18 0.94

Durational ratios

R
1.4 Ratio(l.)
w42 @ Ratio(ll.)
o
P4 1
"; 0 8 ShTees
L U e
306 e
%
v 0.2 K
. R
Type Type
1a 1b

Figure 1. Durational ratios of shorter
segment duration in relation to ratios of
average segment duration

A comparison of the durational values
in the above table with those in Table I
confirms the importance of durational
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ratios. That these segmental durational
changes occur in paragraph-final
positions points to the relevance of a
temporal  organization stralegy in
keeping the targeted duration of the
paragraph constant. These absolute
durational changes do not affect
durational ratio values, which are in
accordance with the same tendency
observed in connection with the
compensatory lengthening phenomenon
referred to above. Figure 1 illustrates the
durational patterns summarized in
Table 3.

The maintaining of durational
ratios in spontaneous
conversation

In the third experiment audio
recordings were made of spontaneous
conversation in which the same two
speakers participated. 110 utterances
were analyzed, 55 for each speaker. The
analysis here focussed on the durational
properties of disyllabic stress-groups,
and, similarly to the above two
controlled experiments, the first syllabic
vowel and the consonant(s) following it
were analyzed. According to the varying
speech tempo, the relevant segment
durations displayed a rather wide
variety. It proved to be practical 10
divide them into several groups within
each structural type on the basis of of the
apparent durational properties associaicd
with the segments under investigation in
refation to the speech tempo variations.
In this place only those disyllabics are
analyzed which showed significant
durational difference from those of the
citation form presented in Tables I and
2. While disyllabics in citation forms
averaged word durations between 5%
and 720 msec (depending on structura
types), in this fastest speech tempo tha!
occurred in the conversation recorde
word durations averaged between 1
and 302 msec. Tables 4 and 3
summarize the durational measurements
and the V/C ratios of disyllabics
occurring in spontaneous speech with o
without a second syllabic vowel. The
durations of the second syllabic vowel
have a mean average of 56 msec. .

Tables 4 and 5 indicate a defint¢
tendency to keep durational ratios
constant. This can be stated despite ()
the evident large standard deviatiod
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values associated with varying speech
tempo, and (ii) the noticeable different
ratio values when compared with those
presented in Table I and 2 representing
citation forms in controlled experiments.
It has to be noticed, however, that (i)
these differences are largest in
connection with the third type -- but
even with this difference it clearly
separates this type from the others, and
(ii) ratio values in all the other types can
clearly be related to those ratio values
characteristic of the citation forms.
Figure 2 summarizes durational ratio
values associated with spontaneous
speech and those associated with the
citation forms.

Table 4. Segment durations and V/C
ratios in spontaneous speech with a full
vowel in the second syllable
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Type  V C VIC
X SD x SD
la 124 28 103 23 1.20
b 9 28 127 32 075
2 % 25 160 31  0.57
313935 61 18 227
4 155 23 110 27 140
4 139 24 157 34 078

S 149 34 102 27 1.46

Table 5.  Segment durations and VIC
ratios in spontaneous speech with no
vowel in the second syllable

Type Vv C VIC
x SD x SD
la 135 31 120 26 1.12
Ib 110 29 138 34 0.79
2 104 25 172 31 0.60
3151 35 83 21 1.81
d 172 30 132 29 1.30
4 153 27 173 35 0.88
5 157 31 121 34 1.29

Conclusion

Articulatory simplicity associated with
Spontancous speech, though changing
absolute durational valucs, will not
afect the realization of significant
durational ratios in Skolt Sdmi, a
language  with  contrastive ~ quantity
dc_gfccs. It can thus be concluded that
this study supports the claim that
Ia"EUagcs with distinctive duration tend
0 maintain characteristic  durational
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patterns  more  consistently  in
conversational speech, while in those
languages where duration is not
contrastive, characteristic  durational
values tend to be less stable in a more
casual speaking mode [6].

Durational ratios in two speaking modes

Mean durations

M o atn
ZanNm g

Structural types
Figure 2. Durational ratios in
spontaneous speech in relation to ratios
of segment duration in citation forms
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ABSTRACT
Production data are presented that
support the assumption of Final
Lengthening and Silent Interval duration
as parameters of prosodic boundary
strength in Swedish.

INTRODUCTION

Within the hierarchical model of pro-
sodic constituents assumed for Swedish
[1], four boundary strengths (0-3) have
been assumed: the 0-boundary is thus
associated with the end of a word within
a Prosodic Word (PW), boundary
strength 1 with the end of a PW,
boundary strength 2 with the end of a
Prosodic Phrase (PPh), and boundary
strength 3 with the end of a Prosodic
Utterance (PU). Although we have a
good idca as to how tonal parameters are
associated with the various prosodic
categorics, it is not clear how other para-
meters, in particular Final Lengthening
(FL) and Silent Interval (SI) duration are
associated with the various prosodic
constituents.

Prosodic constituents have often been
assumed to be associated with specific
degrees of FL. The domain of length-
ening is generally belicved to be the
rhyme of the final syllable [2-3]. Recent
studies have also shown that the length-
ening is progressive, i.e. the final con-
sonant is lengthened to a greater extent
than the preceding vowel [4]. It is also
known that FL is influenced by the
presence of prominent accents/boundary
tones [3]. Researchers on Swedish [5-6]
have provided evidence from production
experiments that shows that segment
lengthening in final position is indeed
influenced by the presence of a focal
accent on the last word in an utterance.
Lyberg & Ekholm, basing themselves on
measurements made on the stressed
vowel rather than the final rhyme
consonant in their test words [7], do not
find any consistent evidence for the
appearance of FL as an independent
marker of the end of a phrase. Fant and
colleagues [8-9], in studies on read
prose, show that there is a negative

correlation between SI duration and FLin
their analysis of stress foot structure in
Swedish. These results prompted us to
make an investigation in order to tease out
the relation between accenting, FL and S
duration in order to relate the findings
mentioned above to boundaries assumed
in the prosodic constituent hierarchy.

DATABASE STUDY

We made a preliminary data base study
to determine 1) whether boundaries
between the four types of prosodic
constituents we have assumed for
Swedish are associated with different
degrees of perceived boundary strength
and if so, to determine 2) if and how
these boundary strengths correlate with
segment lengthening and silent intervals
for the radio commentator style we are
modelling.

17 broadcasts from Radio Sweden on
Stock-Market rates were studied. The
boundary strength after the Accent |
word procent ‘percent’ [pru'sent] was
chosen for analysis since this word was
uttered on the average of 5 times during
the broadcasts comprising the databast.
Also the 5 different occurrences of
procent always had the same respecivé
syntactic position in each text. The
material was presented to 2 nauve
listeners, who scored the strength of the
perceived boundary after procent ona
point scale, where 0 corresponds {0 10
boundary (0-boundary), and
corresponds to the strongest boundiiryf
(PU-boundary). An example of one 0
the texts follows (subscripts after
word procent: refer to the predicte
boundary strength):

Vid l’{3-tidcgn ;oterades Stockholms
fondbérs generalindex till 1026,1. Det&

en uppgang med 0,1 procent(1) jamfor
mcd%%%daggens slutindex. 16-i-topp-index
hade d3 géut upp med 0,4 procent(}).
Marknadsréntorna vid middagstid dﬁg
4-8riga standardobligationen lagﬁ dé st
4 gérdagens slutrdnta pa 1
gmsgm 2 ,gl 2-ménaders statsskqldvla(;d;g
hade géit tillbaka 1 réntepunkt till 1 o
procent(2), medan sexménadersvax
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gitt upp 5 punkter till 10,50 procent(3).
Preliminary results

The boundaries were given scores of
1, 2, or 3 in accordance with the
predictions. (The text contained no test
word followed by a predicted 0-boundary
and there there were no O-scores either.)
A MANOVA analysis demonstrated
significant differences in the rhyme of the
stressed syllable for the scored
boundaries. The greatest differences were
fgund in the [t] segment which differed
significantly between all three perceived
boundary strengths and was furthermore
positively correlated with the strength of
the boundary. The SI durations were also
positively correlated with the strength of
the boundary, and significant differences
were found between all three boundary
strengths.,

Although the results indicated a clear
correlation between type of boundary and
the ph_onetic correlates, there were certain
£aps in the database: the test word was
non-focal in 4 cases and focal in one
case. Furthermore, as there were no
examples of the test word followed by a
0-boundary, we decided to conduct a
more structured lab study in order to
include all boundary types.

LAB STUDY

The study was thus undertaken in
order to include all boundaries after both
[+focus] and [-focus] words to determine
1 what extent 1) the boundary-type and
2) the focal/non-focal status of a word
Interacts with FL and SI duration.

One text from the database study was
modified so that in new versions procent
was followed by all 4 types of boundary,
0-b0undary, PW, PPh and PU-
oundaries, respectively. Moreover, 2
Subcategories of boundary within the PPh
?nd PU were distinguished: clause-
nal/sentence-final position for PPh and
Paragraph-final/textfinal position for PU.
0 us there were 6 boundary catcgories:
, PW, PPh/C, PPH/S, PU/P and PU/T.
o categories occurred after both
. ocus] and [-focus] percent. In this
re% (i CW texts were created which were
by 0 times by the same spcaker as in

¢ database study. Altogether the
material contained 120 occurrences of the

estword (10 readings x 6 boundaries X
+- focus )
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Results

Figure 1 shows the SI duration for the
5 types of boundary, and Figure 2, the
duration of the entire word procent before
each boundary. The data are given
separately for +/-focus (abbreviated +/-
fa), thus giving an overview of the
general trends. Concerning SI duration,
there is a gradual increase as the rank of
the boundary becomes higher. The SI
varies between 0 (0-boundary) to more
than 900 msec (PU/T). However, only
three levels of boundary differ signi-
ficantly from each other on the basis of
the measured intervals: 0 and PW versus
PPh/C and PPH/S versus PU/P (p<.05).
The focus distinction, moreover, has no
significant effect on the SI duration. The
duration of procent, on the other hand,
differs considerably between the +/-focus
condition (p<.001). The [+focus] in-
crease in duration varies over the different
boundaries between 40 and 100 msec.
Figure 2 also demonstrates complex
effects of boundary type on word
duration, an increase in the higher-rank
end of the curve (PPh/C - PU/T and a
decrease in the lower-rank end (0 -
PPh/C). Data disentangling the complex
information in Figure 2 are presented in
Figure 3 showing in separate parts the
duration of the segments [s], [€], [n], [t].

—o— +fa

t

-fa

g
!
TTTTT YT 7T

msec © E S 2 g
& & A
Figure 1. Silent interval duration follow-

ing the test word with +/- focus accent.

700 7 N
650 - r—o— +a
600 3 —=— -fa
550 A r
500 N

Oz LV ©val

Q‘Dab-‘

Figure 2. Duration of the test word with
+/- focus accent before each boundary.
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115 * * [ [s]
105 °t o +fa
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“EgEE
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125 A F—o— +fa
. [ = -fa
115 - r
105 OBUV)&E
msec B 225D
&n‘ﬂ-‘&
120~ e ‘_ [n]
100 F—o— +fa
80~.\.\'/'/.\-_-—I— -fa
60 —
mecC 2 Y 2 &R
A 2250
B & A A
180 | AW
140: :—o-—- +fa
. - —=— -fa
100 r
60 "
o Q»w
mee® 2255
Al oA A A

Figure 3. Stressed final syllable segment
durations in +/- focus accented test word
before each boundary.

First, whether the test word is
focussed or not has significant effects on
all segments except the final [t] (p<.001).
(The first syllable of the test word is
affected similarly.) Secondly, the final [t]
as well as the preceding [e] and [n}, are
significantly (p<.001) affected by
boundary type (as is also the initial [pr]-
segment). However, the three segments
are affected in very different ways. For
[e] thgre seems to be a negative
correlation between segment duration and
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the rank of the boundary. For [n] there is
also a negative correlation, but only for
the boundaries ranked lowest, 0, PW and
PPh/C. The higher ranked boundaries
appear to be unaffected. For both [¢] and
[n] these adjustments primarily affect
[+focus] words. For [t] on the other
hand, there is a positive correlation
between SI duration and the boundaries
with higher ranking, PPh/C, PPh/S,
PU/P and PU/T. The interaction between
boundary type and +/-focus makes it
difficult to state the effects of boundary
type for 0, PW and PPWC. Thus, the
segment duration data demonstrate where
the effects found in Figure 2 come from.
The increase of duration in the higher
rank end of the curve stems primarily
from the [t], while the decrease in the
lower rank end is a combined effect of
adjustments made in [g], [n] and, to some
extent, [t].

CONCLUSIONS

We may first conclude that the
database study indicates that the
boundaries associated with the four
environments we have am}lysed can be
perceptually distinguished. Th{«}
subcategorizations of the PPh and P
categories in the present study have not
been tested perceptually yet. Thus, we
cannot be certain as to how many
distinguishable categories there are. "

A major adjustment affecting
rhyme segment durations is associale
with the focus accent, with [+focus]
associated with significantly longgef
durations than [-focus). This 18 tor
expected, as focus accent has tempo
correlates in additon to the primary e
correlates [6]. However, [t] as well as .
SI following the test word dobeliln
conform to the general trend, both belré
unaffected by the +/-focus dlstln_ctIOILems

Concerning the temporal ad]ust{nves_
associated with the boundary types If o
tigated we found a more or less granan
increase in the duration of the SI uPodary
increase in the rank of the boul&l1 o
observed (see also [8,10} for Swedist
Concerning segment durations.
increase in [t} duration associated walle nd
higher rank end of the boundary ¢ onin
the decrease in [¢], [n] and [t] dur! e,
the lower end, together, as wé l}aVeP
sum up to a v-shaped curve Wi
forming the lowest point.
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The increase in [t] duration between
the higher ranks in the boundary
hierarchy (starting with the PPh/C) is
evidence for FL existing independent of
focus accent in Swedish (cf. also results
by Edwards & Beckman [11] who claim
that FL. does not exist below the PPh). In
contrast, Lyberg and Ekholm [7]
measuring only the stressed rhyme
vowel, could not find any evidence of FL
as an independent marker of the end of a
phrase. (Neither could we find any
independent lengthening when measuring
the stressed [€] in the present study (see
also [4]). However, the observations on
Swedish made by Lyberg and Ekholm
may be given an alternative interpretation
in the light of the present study. The
claim they made that FL is a consequence
of focus position on the last content word
- they, like us, observed lengthening of
the [+focus] stressed vowel - may
therefore be a consequence of the
segment they chose for analysis.

We also have reported a decrease of
duration in the rhyme segments at the
lower ranks in the boundary hierarchy. In
our test word with a stressed syllable
containing a short vowel [¢] followed by
Wo consonants [n] and [t], it is
particularly the consonants which are
affec}gd, though only in the [+focal]
condition. Duration is greatest at the 0
boundary, less at the end of a PW and
least at the end of the PPh/C word.
Combined with the silent interval data we
présent, these results corroborate
Previous observations of a trading
felation between FL and SI duration [8-
9] In contrast to the findings of the other
L?g::;crl;ers,t hgwgveé,fnegative correla-

not obtaine

the PPHIC oy, or our data above
The trading effect may be looked upon
. 21 means to optimize boundary
gnalling, maximizing segment duration
cues when SI duration is at its minimum.
t‘lowever., why is this pattern more or
Ssd Testricted to the [+focus] conditions?
thz s_hOW does one explain the fact that
2y 1gnificant +/- focus differences we
prone 'eported are much more
lOwetr)unced, especially in the [n], at the
gmate;?nked boundaries; the difference is
g at the lowest ranked boundary, 0,
€ast at the PPh/C boundary. These

Questions neeq i
0
fesearch, be answered in future

as
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In summary, what one can conclude
from this study is that the phenomenon of
Final Lengthening does exist in Swedish.
Its domain would appear to be PPh and
PU. Tt affects the final segment of the
thyme. Silent Intervals, moreover, are
intimately tied to the higher-ranked
boundaries, PPh and PU. Further, there
appears to be a trading relation such that
at the lower-ranked boundaries, segment
and Silent Interval duration are negatively
correlated.
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The Intonational Disambiguation of Potentionally Ambiguous
Utterances in English, Italian, and Spanish

Cinzia Avesani® Julia Hirschberg, and Pilar Prieto
ATET Bell Laboratories

Abstract

We investigated the role that intonation
plays in disambiguating potentially ambigu-
ous utterances in English, Italian, and Span-
ish, to see a) whether speakers employ into-
national means to disambiguate these utter-
ances, and b) whether speakers of the three
languages employed consistently different in-
tonational strategies in this disambiguation.
In a preliminary production study, speakers
of the three languages did differentiate among
some types of syntactic and scopal ambigu-
ity intonationally. Their strategies differed
among languages, with Spanish and Italian
patterning together more often than either
patterned with English.

INTRODUCTION

1t is often been claimed that phenomena such
as the scope of negation and quantifiers and
the attachment of prepositional phrases and
relative clauses can be disambiguated into-
nationally (Ladd, 1980; Bolinger, 1989). In
this preliminary study, we investigated the
strategies native speakers of English, Italian,
and Spanish might use to disambiguate struc-
turally identical utterances.

METHOD

We conducted a production study to identify
intonational variations associated with differ-
ent readings of potentially ambiguous utter-
ances embedded in disambiguating contexts.
We focused on the following types of ambi-
guity: 1) scope of negation; 2) quantifiers; 3)
PP attachment. An Italian example of (1) is:
Non sono scappato da casa perché mia madre
mi faceva paura; an English example of (2) is:
None of the students would embarrass them; a
Spanish example of (3) is: Gand a la mujer
con los dados. Each sentence has two possi-
ble interpretations, a wide and a narrow scope
reading for the negation, wide vs. narrow

*and the University of Ferrara

scope for the quantifier, and VP vs. NP attach-
ment for the prepositional phrase. We cor-
structed potentially ambiguous utterances in
Italian, embedding each in two disambigual-
ing contexts, and then translated the resulting
paragraphs into English and Spanish.! Wein-
tended that subjects be able to infer each of
the two interpretations of the sentences from
the surrounding context. For example, a wide
scope interpretation of negation for a sentence
like William does not drink because is unhappy
was conveyed by embedding it in the following
paragraph:?

1 know William very well. Since
his girlfriend left him, he's done
nothing but drink. Now, such a
long time since his separation, he's
used to living alone. Now, William
doesn’t drink because he’s unhappy.
He drinks because he’s an alcoholic.

A narrow scope was induced by embedding it
in the following context:

There’s something about William
that puzzles me. When he’s happy,
he has a good time with his friends,
and certainly he does’t dislike drink-
ing. I think I understand what’s
wrong. William doesn’t drink be-
cause he’s unhappy.

We recorded four native speakers of each
language (3 males and one female pet laar
guage) reading these paragraphs.
speakers (GR, CA) are speakers of nm-themf
Italian, one (RP) of Tuscan, and one (R3)
a southern variety. Among them, only one
(RS) can be said to have a strong region
(southern) prosodic characterization. Of the
Spanish speakers, one is from the Ecuadoria?
Andes (JG) and the three others aretc"":
lan, speaking Castilian for this experimenh
of these, one is from Murcia (IP), and %0

—_— s
1Qur corpus is unbalanced: we have three P:;m
utterances for scope of negation, two for quan’
and one for PP attachment.
s g
2See the appendix for examples of dem"‘“lu.
tence types, bedded in di 3. ting contex!

Two Italian’
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from Barcelona. The English speakers are all
American, from New Jersey (AB), Missouri
(JH), and California (MK, GW).® Record-
ing was done in a sound-proof room, results
were analysed using Entropic Research Labo-
ratory’s Waves+ speech analysis software, and
speech was transcribed using the ToBI. an-
notation conventions (Pitrelli, Beckman, and
Hirschberg, 1994).

ANALYSIS AND RESULTS

English

For our English speakers, wide vs. narrow
scope of negation in sentences like ‘William
doesn’t drink because he’s unhappy’ was dis-
tinguished in two ways, with speakers follow-
ing one or both strategies in all cases. In the
majority of cases, speakers placed an inter-
mediate or intonational phrase boundary be-
tween the material within the narrow scoped
negative (i.e., after drink, meaning “William
doesn’t drink”) and uttering the wide scope
version of the sentence (meaning “William
does drink, but not because he’s unhappy”)
as asingle intermediate phrase. Also, in about
90% of cases, speakers employed falling into-
nation (a LL% ending) for narrow scope utter-
ances but a continuation rise (LH%) for read-
ings where the interpretation was wide scope.!
Quantifier scope shows no such pattern:
While two speakers (AB, JH) distinguished
Vflde from narrow scope for the negative quan-
tifier none in sentences like ‘The presence of
none of the students would embarrass them’ by
a.ccenting the focus associated with the quan-
tifier (i.e., student) in the wide scope case and
deaccenting it in the narrow, the other speak-
ers produced different patterns. And for am-
blgﬂqus association of focus with only, no com-
mon intonational variations among any of the
speakers distinguished between readings.
Ambiguous prepositional phrase attach-
ment in sentences like ‘ He won the woman with
the die’ was distinguished by three speakers
(tjm- MK, GW) by the presence of an intona-
lonal phrase boundary setting off the PP from
the direct object to indicate VP attachment,
:’mpared to the presence of an intonational
oundary between the verb and direct object
or the absence of any internal prosodic bound-
:ry for the Np-attached reading. That is, a
oundary was placed after woman to indicate

*The thy

. ree authors participated as speakers.

encehx‘n :ne- l);ll’ of pa.ragl.-aphs an orthographic differ-

chudin ‘y ll(n uced '.hls. distinction; however, even ex-

o rs_ okens from this pair, only one pair of produc-
ns fails to exhibit this distinction.
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VP attachment; for NP attachment readings,
either a boundary was placed after won or the
sentence was uttered as a single phrase. The
fourth speaker (AB) produced no prosodic dif-
ferences between the two readings.

So, our production studies suggest that
speakers of American English may disam-
biguate scope of negation by varying prosodic
phrasing and/or utterance-final tones (final
fall vs. continuation rise). PP attachment
ambiguities are also distinguished by three of
our speakers by differences in prosodic phras-
ing. However, productions of quantifier scope
ambiguous sentences (containing none and
only) exhibit no such clear generalities, al-
though two speakers did use accent placement
to distinguish ambiguities involving the scope
of only.

Italian

All our Italian speakers were quite consis-
tent in the way they disambiguated ambigu-
ous scope of negation. All instances of wide
scope utterances were uttered as single intona-
tional phrases; all the narrow scope utterances
were uttered as two intermediate phrases, with
a phrase boundary delimiting the scope of
negation. So, for example, in Guglielmo non
beve perché € infelice, speakers placed an in-
tonational phrase boundary after beve in to-
kens with narrow scope readings, and no in-
ternal boundaries for those uttered in wide
scope contexts. In uttering the wide scope ut-
terances all speakers associated a prominent
nuclear pitch accent with the negative verb,
deaccenting the remainder of the utterance.
In the narrow scope utterances, uttered as two
phrases, one nuclear pitch accent was associ-
ated with the verb and one nuclear pitch ac-
cent was associated with infelice. As a com-
bined effect of phrasing and accent placement,
the lexical material in the subordinate clause
was deaccented in the wide scope utterances,
accented in the narrow ones.

Speakers were also consistent in the way
they intonationally disambiguated the scope
of quantifiers. In sentences like ‘La presenza
di nessuno studente potrebbe metlerle in im-
barazzo’, the strategy for disambiguating the
scope of the negative quantifier nesssno for afll
speakers was: for narrow scope (“there will
be no student who can embarrass them”), all
speakers produced an utterance with one in-
tonational phrase, placing the nuclear pitch
accent on the quantifier itself and deaccent-
ing the subsequent lexical material..For wide
scope (“if no students come, they will be em-
barrassed”) two speakers (GR, CA) produced
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utterances with a single intonational phrase,
placing nuclear stress on the last content word
of the utterance (“imbarazzo”); two others
(RP, RS) produced utterances with two inter-
mediate phrases, separated by a high interme-
diate phrase accent. Note that all speakers
appeared to use same phrasing and same into-
national contour for disambiguating the nar-
row scope of the negative quantifier and the
wide scope of negation in type (1) sentences.
A different strategy was used for disam-
biguating the quantifier solo, in sentences like
‘E’ necessario che venga solo Maria’. Accent
placement and relative prominence appear to
be the relevant means employed to disam-
biguate here, but speakers were inconsistent
in their productions. One (RP) used pitch ac-
cent placement as a main prosodic cue, accent-
ing the quantifier and deaccenting the noun
(Maria) in the narrow scope utterances, while
deaccenting the quantifier and accenting the
noun in the wide scope ones. CA and GR ac-
cented both quantifier and noun in both cases,
but assigned greater prominence to the quan-
tifier than to the noun in the narrow scope
contexts.

Intonational phrasing seemed to be the
most important cue in disambiguating VP
from NP attachment for prepositional phrases
in sentences like ‘Vinse la donna con i dady.
All speakers distinguished VP attachment by
producing two intermediate phrases, with the
phrase boundary occurring after the direct ob-
ject (la donna). NP attachment differed among
subjects: For three speakers (RP, CA, GR),
the sentence was uttered as one intonational
phrase (RP, CA, GR); for the fourth (RS),
the sentence was uttered as two intermedi-
ate phrases, but the boundary occurred after
the verb vinse; so, this speaker delimited the
domain of attachment using phrasing in each
case.

Summarizing, it appears that intonational
phrasing was the only means used consistently
by our Italian speakers to disambiguate the
scope of the negative quantifier and to disam-
biguate ambiguous PP attachment. In type
(1) utterances, intonational phrasing and nu-
clear accent placement were used by all speak-
ers to disambiguate. Accent placement and
prominence were the means through which our
speakers disambiguated the scope of the quan-
tifier solo. When speakers differ in their pro-
duction of one member of the pairs, speakers
of the northern Italian generally pattern to-
gether, as do speakers of Tuscan and southern
Italian. In only one case (NP attachment) did
northern and Tuscan speakers exhibit similar
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behavior among themselves, differing from the
southern Italian speaker.

Spanish

Spanish-speaking subjects used phrasing to
disambiguate ambiguous scope of negation in
utterances like ‘Guillermo no bebe porque estd
triste. All four speakers produced wide scope
utterances as single intermediate phrases and
narrow as two intermediate phrases, with a
high phrase accent at the end of the first
phrase. For wide scope utterances, speakers
deaccented triste, while accenting it in narrow
scope utterances.

Quantifier scope disambiguation in ser-
tences like ‘La presencia de ningin estud-
ante podria pomerlas nerviosas’ was disam-
biguated through phrasing variation. Out
Spanish speakers produced wide scope utter-
ances as two intermediate phrases, and nat-
row scope utterances as a single intermedlat'e
phrase. However, the scope of the quant:
fier sélo was disambiguated by three speakers
(PP, JG, JP) though pitch accent assignment.
Wide scope utterances were produced with a
deaccented sdlo or a low accent (L*), and the
narrow scope reading was uttered witha peak
(H* accent) on the quantifier. )

Spanish subjects were inconsistent in the
disambiguation of PP attachment. .Whlle
speakers JG and PP did not distingulslh be-
tween the two readings, JS and JI:‘ Qsar{\-
biguated the sentences through variation in
phrasing. NP attachment was indicated by
producing utterances as single inton_auonal
phrases, and vp attachment by producing t¥o
intermediate or intonational phrases. )

So, our Spanish speakers consistently t!li
ambiguated scope of negation by varylng
prosodic phrasing and by varying accent Plafe‘
ment. They disambiguated negative quantifer
scope by varying phrasing alone, and the scope
of sélo by varying accent placement and type:
PP attachment was less consistently treated by
these speakers.

DISCUSSION

We found that most of our speakers used
intonational means to disambiguate the PO'
tentially ambiguous sentence types under '“-
vestigation in this study. English, _SP:l
ish, and Italian speakers were most S "
in their disambiguation of the scope.of ne;
tion, employing variation in prosodic Ph"

ing to distinguish wide from narro¥ swrl:
productions, with wide scope utterances Pw
duced as a single phrase and narro¥ p

ICPHS 95 Stockholm

duced as two phrases. Italian and Spanish
speakers also differentiated wide from narrow
scope by similar variation in phrasing; how-
ever, they also placed nuclear stress on the
verb to indicate wide scope negation, while
English speakers located nuclear stress later
in the utterance. Also, English speakers fur-
ther distinguished wide from narrow scope
by utterance-final tonal variation, with con-
tinuation rise employed for wide scope read-
ings and falling intonation for narrow. While
our Italian speakers consistently used phrasing
variation to indicate differences in PP attach-
ment (between NP and VP attachment), En-
glish and Spanish subjects were inconsistent
in this regard. For quantifier disambiguation,
the picture is more complex: For Italian and
Spanish speakers, renditions of sentences con-
taining scope-ambiguous negative quantifiers
were disambiguated by variation in nuclear
stress placement and in prosodic phrasing; for
two English speakers, accent placement served
to disambiguate these utterances. However,
only/solo/sélo was treated less consistently by
speakers of all three languages.

Inconsistencies among speakers of all three
!anguages could be due to regional differences
mithe use of prosodic variation. Qur limited
evidence for different patterning of the Italian
speakers according to language variety sug-
gests that this may be an area worth exploring
further. A partial analysis of the present data
for differences in pitch accent prominence and
duration also suggest that prosodic cues other
than _those discussed might also contribute to
the disambiguation of ambiguous utterances.
Collection of a larger corpus with more speak-
ers for each language and more paragraphs for

each ambiguity type should shed light on both
these areas.

SAMPLE PARAGRAPHS

VP attached PP: I remember that scene in
the officers club. There were four of them,
and they were playing dice. One of them,
the youngest, was in love with the comman-
d}?nt s wife. The commandant was older than
STE as, and had a wild passion for gambling.
hat night he lost all he had. The youngest
Player proposed the woman as a stake. The
f;}:ﬂmandant accepted. They rolled the die.
'€ young player won. He won the woman
with the die.
:;n'iivttlached PP: Paradiso worked in the
tar etaﬂ I.n the next stand, there was a
oldg "Shooting game, where the prizes were
Paintings. Paradiso’s favorite one showed
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a woman throwing a pair of dice. Paradiso
tried and tried to win this painting, but try as
he would always failed. Finally, one night he
decided that he no longer wanted the painting.
And what do you suppose happened then? He
won the woman with the die.

wide scope negative quantifier: Usually
our university organizes at least one seminar
per year. Every student and every researcher
is supposed to attend that seminar. Next
week, Maria will give a talk with Marina on
quantifiers. The presence of none of the stu-
dents would embarrass them.

narrow scope negative quantifier: Maria
and Marina are close to getting their degrees.

Tomorrow they will rehearse their thesis de-

fenses. I've heard them already. They’re re-

ally good. The presence of none of the stu-

dents would embarrass them.

wide scope quantifier: Mary is organizing a

party for next weekend in her parent’s place.

I think that she wants to invite a bunch of
people I don’t really care about. It's really

not important to me whether they come or

not. There’s only one person I’m interested

in. All of you know who it is. For me, it is

important that only Mary comes.

narrow scope quantifier: I have a prob-

lem. Mario likes Mary but he is a little timid

about asking her out. He’s asked me if I could

organize something so that the two of them

can be alone. It needs to be something ca-

sual, and, naturally, with nobody else around.

I’ve thought of organizing a party at home and

inviting the two of them, as well as some other

people. At the last minute I will explain to

everyone but Mary and Mario that the party

has to be postponed. I don’t know what else

I could do. It is imporiant that only Mary

comes.
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PITCH VARIATIONS AND EMOTIONS IN SPEECH
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ABSTRACT

Speech of a Dutch male professional
speaker enacting seven emotions was
analysed with respect to pitch. Because
observed pitch variations could not easily
be captured in a two-component
intonation model, the perceptual
relevance of the differences observed
between natural contours analyzed and
contours as described by the model was
tested. Results showed that modelling
the departures from the model did not

result in  improved recognition
performance.
INTRODUCTION

Utterances  expressing  different

emotions show systematic differences
with respect to pitch, temporal properties,
and voice quality [1, 2, 3]. Recent work
on speech recognition and speech
synthesis has made clear the need for
insight into the prosodic characteristics
associated with different emotions. The
work to be reported here is part of a
study of these characteristics.

It is not known exactly how the
relevant prosodic features should be
controlled to get optimal recognition of
different emotions in synthetic speech.
Hence, acoustic analyses and perceptual
evaluations of tentative rules are needed.
This involves an adequate representation
of the acoustic data.

The research reported here focuses
exclusively on the role of pitch. In a
previous study [1], tentative rules for
synthesizing ~ utterances conveying
particular emotions were expressed in
terms of a two-component model [4]. In
this model, one component represents
pitch register variations, concerning how
high or low the utterance is produced in
the speaker’s overall range. Register is
operationalized by means of a baseline
which is anchored in the utterance-final
low pitch and which has a certain slope.
The other component represents pitch
range variation, operationalized in terms
of the distance between local FO minima
and maxima (ie., the size of pitch
changes). For sake of simplicity, the

pitch range has been held constant
throughout the utterance in formulating
tentative rules, although this is not a
necessary assumption within the model.
Comparing the output of the tentative
rules to the contours in utterances
conveying different emotions produced
by a human speaker (these last contours
will further be called natural contours),
we observed that the rule-based contours
differed in several respects from the
natural contours, for most emotioqs. This
observation gave rise to the questions to
be addressed in the current study: i
1. What are the detailed characteristics of
pitch contours of utterances expressing
different emotions? )
2. To what extent does the modelling of
these characteristics lead to improved
recognition of the emotions?

I. ACOUSTIC ANALYSIS

Materials and method

A male Dutch speaker enacted seven
emotions  (neutrality, joy, poredom,
sadness, anger, fear, and indignation),
producing three tokens of each of five
sentences for each emotion. The five
sentences had previously been found to
have neutral semantic content (e.g. Hetis
bijna negen wuur "It is almost nint
o’clock").

Inton)ation contours were labelled
according to the description by ’t Har,
Collier and Cohen [4]. e

Because natural contours differe
substantially from synthetic contotilrs
produced by means of rules based on th¢
outcome of preliminary research [1,5], 20
accurate description of the natprh
contours was needed. Therefore, pit¢
was measured at six "anchor points lli
each utterance: onset, two peaks d
utterances  contained two acce“.‘em
words), two values in the mtermedflarc
"valley" (after the first peak and befo
the second peak), and offset.

Results and discussion ) "
The labelling of intonation comourn

revealed that the so-called 1&A patt

(pitch rise-and-fall on a single accent¢
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Figure 1. Results of FO measurements avera

ged over successive points (so called

anchor points) in I&A realisations of five sentences. Each anchor point is based on
atmost 15 tokens for each of the seven emotions N: neutrality, J: joy, B: boredom,
A: anger, S: sadness, F: fear, and I: indignation. Symbols representing successive
anchors for each emotion are connected with lines.

Syllable) was used for all emotions,
Indeed, for most emotions it was the
most frequently used pattern. This
Suggests that the 1&A pattern is
dppropriate for the expression of all
tmotions under study. Therefore, in order
0 exclude variation due to phonological
Structure, further acoustic analyses will

testricted to utterances realised with
the 1&A pattern.

For each emotion a "mean natural
contour” was calculated by taking the
means for the successive "anchor points".

€ are shown in figure 1. This figure
shows that pitch register and range vary
Systematically as a function of emotion.
[hunher Inspection of figure 1 indicates

al there “are two major sources of
EViation between the natural and rule-
ased contours:
g hereas in the rule-based contours
aser}mmma fall on a single declining
N ine, the utterance-final low pitch in
in iEglur_al contours does not simply fall
ot With the minima in the earlier part
il cutterance. Instead, the offset of
CXpecleSn be considerably lower than
of the on the basis of the earlier part
contour,
. v [ereas the size of pitch chan es is
the same throughout tlll)e u[leran%e in

Tule- R
le-based contours, this is not the case

in the natural contours. Instead, for
contours higher in register, the second
pitch accent becomes increasingly larger
than the first one.

In fact the only emotions for which
the natural contours compare well to the
rule-based versions are neutrality and
boredom. This is not surprising, since the
model was developed on the basis of
neutral, uninvolved utterances. )

The question arises whether detailed
modelling of these departures from the
rule-based  versions may improve
identification accuracy for different
emotions.

II. PERCEPTUAL EVALUATION

The perceptual test investigates to
what extent modelling the detailed
aspects of contours for different emotions
helps to improve their recognition.

Materials and method

Synthetic pitchl contpurssem\eav:é:
enerated for a single carrier .
?Zijn vrienDIN kwan% met het VL"IEGng:g
"His girlfriend came by plane"), with
accents on /din/ and /vlieg/. Both accents
were realized with 1&A type pitch

accents. )
For each emotion, five different
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synthetic pitch contours were produced,
representing five conditions. Condition 1
was included for comparison and
conditions 2 to 5 resulted in
approximations of the pitch contours in
figure 1. All synthetic contours had
a fixed baseline declination of 3.5
semitones / s.

Sentence duration is 1.77 s.

1. Two-component optimal perceptual
values.

Contours were generated using values for
pitch register and range that had been
obtained in a previous adjustment
experiment aiming to determine optimal
perception-based parameter values [1, 5].
The end frequency and the size of the
pitch movements vary as reported in
table 1. The slope of the baseline is
fixed.

Table 1. Parameter values per emotion
for synthetic contours of condition 1.
Freq: Endfrequency in Hertz; Exc: Size
of the pitch movements in semitones; N:
neutrality, J: joy, B: boredom , A: anger,
S: sadness, F: fear, and I: indignation.

NIJ|BIA|S|F |1
Freq | 65 |155] 65 |110{103{200|170
Exc 5110741077} 8(10

2. Two-component best matches to
natural contours.

Values for scaling of the declination line
and for the excursion size of the pitch
movements were determined to get a
close fit to the natural contours (see table
2). The declination line was anchored at
utterance onset rather than offset. Table
2 shows end frequencies instead of onset
frequencies, to allow comparison with
table 1. The distance between the second
peak and the baseline (in semitones) was
used to determine the excursion size for
poth. pitch accents (this choice was
inspired by the fact that the excursion
size of the second peak varied much
more in relation to emotion than that of
the first peak). This means that in this
condition the size of pitch movements
was equal for both peaks.
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Table 2. Parameter values per emotion
for synthetic contours of condition 2.
Freq: Endfrequency in Hertz; Exc: Size

of the pitch movements in semitones; N:
neutrality, J: joy, B: boredom , A:

anger, S: sadness, F: fear, and I: indignation

Freq |95 |125[100{145}125{160 180
Exc 6(12]5|8]8[9]9

3. Peak modelling.

The first peak was manipulated
independently of the size of the second
one, so as to make the relation between
peaks as shown in Figure 1.

4. Offset modelling. .
Starting from the utterances in condition
2, utterance-final low pitch for each
emotion was modelled after the contours
in Figure 1.

5. Peak & offset modelling.
Condition 5 combines the effects of
conditions 3 and 4.

Since for neutrality and joy condition
2 provided accurate offset modelling,
contours for conditions 2 and 3 were the
same as conditions 4 and 5 respectively.
Hence, there were only 31 test utterances
instead of 35. A series of 55 stimuli was
presented to the subjects; the first 19f
gave an idea of the kind and amount 0
pitch variations allowed in the stimuli,
the next 31 were the test-stimuli, and the
last 5 were end-of-list fillers. o

Sixteen subjects participated in this
experiment, which involves a S&’Ne,ﬂl'1
alternative forced choice paradigm ¥t
the seven emotion labels. The subject
performed individual interactive listening
tests. They listened only once to eacd
stimulus and decided which emotion ha
been expressed. The 31 test stimuli were
presented to different subjects n
different random orders.

Results and discussion -
Table 3 gives the number of subjec
correctly identifying each emotion i
different conditions. Notice that
number of correct n;sponses i3
neutrality and joy in conditions 2 a0
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are in parentheses. As explained, the
contours for neutrality and joy in
conditions 2 and 3 had the same
utterance-final low pitch as the natural
contours so that the contours generated
in conditions 2 and 3 for these two
emotions actually instantiated conditions
4and 5. To compare an equal number of
judgments for each condition, the results
for these stimuli were also included in
conditions 2 and 3.

Table 3. Number of correct responses
per condition (C1-C5) and per emotion
(N: neutrality, J: joy, B: boredom , A:
anger, S: sadness, F: fear, and I:
indignation. )

N|[J|B|A|S|F|I
ci{s|(3fmm)2|2{6]3
2| (Mm|I6|0j0|s5]|3
C3l®|6)|611]|4)7]3
C4fiof72]0|4|7]9
C5|9 |65 3|55

. The total number of correct responses
is about the same for all conditions: 30
for condition 1 (Nmax=112), 31 for
condition 2, 36 for condition 3, 39 for
condition 4, and 33 for condition 5
(chaqce level = 16). Thus, we find that
ehmouons are recognized better than
fhance on the basis of pitch alone, but
! oat[ {nodellmg of contour details does
R ead to substantial improvement.
wmgﬁmuon performance in condition 5,
produces the closest match to the
taral contours, is similar to the

Perf_tr);mance in conditions 1 and 2.
el ¢ rather low identification
. r1;mance 1s probably due to the fact
heye b(:,e charac}erlsllcs other than pitch
a sadn manipulated. Especially anger
v Ness gave poor performance.
by US Investigations [1,5] suggested
o VoIce source was an important
X P:ﬂtl‘fm for sadness for example.
e 0brseookmg at the detailed outcome,
ll‘ade-offrve that there is considerable
o] Wbetween neutrality  and
or ety hereas the condition 1 values
limg 1ty (judged to be perceptually
In a previous study [S]) give a
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bias towards boredom, the values used
for the conditions 2 to 5 give a bias
towards neutrality. Further discussion of
detailed aspects of the data and of
confusions between emotions is beyond

the scope of this paper.
CONCLUSION

In sum, we find that, even though
there is considerable discrepancy

between contours based on a simple two-
component model and natural contours,
it does not appear necessary to extend
the two-component model in order to
capture these differences. No clear
improvement in recognition is obtained
beyond what is achieved in terms of the
two-component model.

Furthermore, it is clear that high
recognition performance of emotions
cannot be obtained through pitch
manipulation only, and that other aspects
such as duration and voice quality must
also be taken into consideration.
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ABSTRACT

In the present study, the hypothesis is tested
that voice parameters derived from clinical
measurement of pathological voices (Jitter,
Shimmer, Harmonics-To-Noise-Ratio) and
the glottal pulse shape could serve as useful
features to characterize specific emotional
contents in spoken utterances.

DATABASE

The emotionally loaded speech material was
produced by three students of acting (2 male,
1 female). It was DAT-recorded in separate
sessions in an anechoic room using a B&K
measuring microphone. The utterances are 10
short sentences frequently used in everyday
comrpunicalion which could appear in all
emotional contexts  without  semantic
contradictions. Each utterance was spoken
several times in a neutral voice and several
times with each of the following emotions:
happiness, sadness, anger, fear, boredom and
disgust. The most appropriate realisation was
selected by the authors and the respective
actor for a listening test.

};ISTENING TEST

or each actor, the selected 70

were randomized. Every semensz:ten\::
Tepeated three times i short intervals
followed by a 30 second pause. A 1 kHz tone
announced the next triplet of sentences The
series of stimulj were acoustically pres;:nled
via headphones to 20 naive listeners in

Separate sessions to evaluate the emotional
content within 8 categories: neutral, happi-
ness, sadness, anger, o

fear, boredom, dis
. ’ st
and not recognizable emotional content, (%ruﬂy

those sentences recognized b
. at
all listeners were used for the),anal‘eyax;isst R of
PARAMETERS
The sound of emotional speech differs from

that of neutral speech, which is partly due to
differing articulator movements and partly
due to differeing glottis behaviour. In clinical
measurement  of  pathological  voices,
sustained signals of open vowels are used for
analysis. In fluent speech however, the role of
articulator movements and intonation has to
be considered. The glottal pulse signal can be
derived from the acoustic speech signal by
inverse filtering. The pulse shape contains
information about glottis movement. In this
context also voicing irregularities (Jitter [I]
and Shimmer [I]) are discussed. Another
parameter investigated in this study is the
Harmonics-To-Noise-Ratio [2]. A phoneme
based set of Energy Distribution Parameters
is developed to differentiate between specific
emotional contents in the frequency domain .

L GLOTTAL PULSE SHAPE
Theoretically the process of glottal closure
resembles an impulse. In the following
c!osed-glottis—imerval, the acoustic speech
signal can be interpreted as impulse response
of the vocal tract, because the subglottal
volume is decoupled from the upper tract
fiurmg this time. The filter coefficients for
inverse filtering are calculated during the
closed-glottis-interval. The actual point of
glottal closure can be determined by inverse
ﬁllcmg with filter coefficients derived from a
(lnl? interval (3-4 times) longer than one
period duration of the acoustic signal [3]. In
the present study, 18th order covariance LPC
and rectangular data windows are used. The
filter coefficients for inverse filtering are
calculated during the closed-glottis-interval of
the middle period of each realisation of the
German phoneme /a/ in the emotional speech
database. Due to different period durations,
the hngth'(l)f the data window had to be
ted with regard to reasonable spectral
shaping of the inverse filter. 100 ms Ft))el’chhﬁ

1
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geech signal are filtered. Only the middle
period within which the LPC coefficients
were cakulated is examined further. In
emotional speech the glottal cycles vary
considerably from normal speech. So the
inverse filtered signal should be interpreted as
glottal pulse signal with great care, because
some of the premises for this theory may be
violated. For example, pulses filtered from
sad speech hardly show any obvious closed-
glottis-interval and (or because) the closure is
not abrupt. But still the shape of the inverse
filered signal does represent important
characteristics of the glottal cycle. In general
it is more difficult to determine the exact
point where the opening begins. The relative
duration of the closing phase can be
measured more reliably. To parameterize its
shape the filtered signal is amplitude-
normalized. The duration of the closed-
glottis-interval (T1), the opening-phase (T2)
and the closing-phase (T3) are measured as
fractions of the full period. ( See figure 1. for
explanation. )

T3

A

Fignre 1. Parametrization of the inverse
filtered signal
Wihin the speech database a relation
be“‘/_een specific glottal pulse shapes and
Specific emotions could be proved. The
general - correlations  are  not  speaker-
dependent. For example in angry speech,
pukes show very abrupt closure and
remarkably long closed-glottis-intervalls. In
contrast sad utterances show hardly any
C108<>d~glollis-imervals, and in anxious speech
the relative duration of glottal closing is
nearly similar to that of glottal opening. Table
1. gives the precise data.
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Tl T2 TI+T2 T3

Neutral 015 065 0380 0.20
Happiness 033 043 0.6 0.24
Sadness 0.0 072 072 0.28
Anger 047 040 087 0.13
Fear 026 040 066 034
Boredom 025 048 073 0.28

Table 1. Average durations of closed-glottis-
interval (T1), opening-phase (T2) and closing-
phase (T3) as fraction of the full period

It is clear that narrow pulses with short
opening and closing phases show less hjgh
frequency damping of their harmonics.
Discussing the perceptible influence on the
speech signal the absolute amplitude .and
period duration has to be taken into
consideration, too. The pulse shapes
measured in this study do not correlate with
period duration. It can rather be assumed that
pulse shapes correlate with loudness. This
could not be tested, however, because ghe
microphone  signals for different specific
emotions were recorded at the same level.

I1. VOICING IRREGULARITIES

In clinical voice measurement, the patient
produces isolated vowels with flat .FO
contours, whereas in fluent speech .there is a
permanent rise and fall due to the intonation
pattern. This implies that the parameter Jitter
has to be measured taking into act.:ount such
meaningful variation of FO. T!\is is done by
calculating a polynom approximation of th.e
FO contour and subtracting  this
approximation from the measured values.
The difference values are used to calculate
the absolute jitter, which has to be mtcrpregcd
taking into consideration the absolute period

ion {4].
(IJ: T;l(; errllozional speech database remarkably

high Jitter values were found in ali anxious

utterances produced by the female actress

and in most anxious utterances produced by
one male actor. This male actor also
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laryngealized most vowels in sad utterances.
The other male actor showed no voicing
irregularities.

Shimmer was not found in the spcech
database used for this study.

1. HARMONICS-TO-NOISE-RATIO
In neutral speech the energy of harmonics is
damped in higher frequencies, so there is very
little energy above 4 kHz in vowels, whereas
in fricatives there is very little energy below
this frequency. In emotional speech, high
frequency noise can be present in vowels
which has its origin in abnormal articulation.
For example with fear, the face can be stiff,
and teeth are pressed together. This produces
fricative noise in vowels, which does not
derive from the voice source, but can be
measured with the same parameter used in
clinical measurement of pathological voices
to detect noise produced by imperfect closure
of the glottis. Especially in bored speech the
articulation is imprecise, and voiceless
fricatives in VCV clusters tend to be voiced.
This effect can also be detected with the
Harmonics-To-Noise-Ratio.

IV.  SPECTRAL ENERGY DISTRI-
BUTION

Discussing the Harmonics-To-Noise-Ratio
some phenomena were explained, by which
energy - is shifted to different frequency
regions. Also specific glottal pulse shapes
correlate with specific spectral damping of
harmonic energy. From these considerations
a set of Energy-Distribution-Parameters is
developed on a phoneme basis to differentiate
between  specific  emotional contents in
spoken utterances, A spot check revealed
that the introduction of 4 frequency bands
leads to meaningful parameters for the
characterization  of different  emotional
contents in spoken utterances on a phoneme
basis. The acoustic speech signal is lowpass
filtered with an adaptable filter cutting all
energy above FO. This is the very-low-
fre.quency-band (VL). A second lowpass filter
with constant 1.5 kHz eyt o
used to produce a low-
signal. The middle.-
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acoustic signal with a bandpass. The high-
frequency (H) region between 4 and 8 kHz is
fitered from the speech signal wih a
highpass. The energy distribution is compared
within  different  emotionally  loaded
realisations of the same phoneme by
measuring the energy within single bands a
fraction of the total energy of that phoneme.
As an example, the results for the vowel i/
for one male speaker are presented in table 2.
Significant frequency shifts for specific
emotions are also apparent in fricatives. It is
clear that the energy distribution within the
frequency bands is speaker dependent; for
example, female speakers have higher
formants than male speakers. But the general
tendency of energy shifts correlating with
specific emotions is not speaker dependent.
Ratios of different frequency bands can be
calculated to discriminate specific cmotions
even stronger, but for a general survey the
fractions of total energy are more illustrative.

VL L M H
Neutral 0.036 0964 0024 0013
Happincss  0.069  0.879 0.045 0017
Sadness 0364 0966 0007 003
Anger 0016 0.850 0081 0024
Fear 0224 0843 0.084 0060
Boredom  0.170 0988 0.006 0007

Disgust 0.150 0.683 0.178 008
Table 2. Average distribution of energy \;'itfr:;:
frequency bands as fraction of total energy
the vowel la/

In the vowel /a/ spoken in a neutral vonc:
most energy is below 1.5 kHz. In m"i
emotionally loaded utterances some encrg)f:
shifted to the middle and even to the hlg(;
frequency region. Only in sad and bofch
speech there is less energy in middle and h!gn
frequencies. A remarkable difference be(“"ff_Lg
fear and anger is that in angry voice there

little energy in the very-low-frequency b4

e~ == = -
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though FO is often high in angry utterances,
whereas in utterances spoken with fear the
appearance of energy in high frequencies is
combined with high values in the very-low-
frequency band. In bored and sad utterances
there is also much energy in the very-low-
frequency-band, even though FO is usually
very low in these utterances. The results of
the energy-distribution measurement confirm
very well what could be expected from the
analysis of the glottal pulse shapes.

Examining the energy distribution on a
phoneme basis leads to many interesting
results. There is also emotion specific
information in the shift of energy in vowel-
fricative transitions and in the ratio of total
vowel-to-fricative energy. The emotion
specific differences in the distribution of
energy are visualized in figure 2. The
narrowband spectrogram of the preempha-
sized signal is calculated and amplitude-
normalized.  All values below a fixed
threshold are presented in white, all values
above this threshold are printed in black. In
these ‘binary spectrograms” different energy
distributions  in emotionally  different

realisations of the same utlerance are
obvious.

SUMMARY

It could be shown that parameters derived
from clinical nieasurement of pathological
voices and the glottal pulse shape are useful
to characterize specific emotions in spoken
Ulterances. Discrimination of these specific
emotional contents is possible from the
examination of spectral energy distributions
on a phoneme basis. The results correlate
very well  with predictions from the
examination of glottal pulse shapes.
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ABSTRACT

The performance of human listeners
is the final objective of the automated
speech input systems. In speaker
recognition the need of a human-
reference to assess automated method is
a common procedure. We address the
problem of identify unfamiliar voices,
assuming that the listeners use a limited
amount of speech to create the reference
template. Our aim is to define and assess
standard procedures to evaluate listener's
capability in speaker recognition.

INTRODUCTION

The human speaker recognition
capability is based on two main
characteristics of the speech signal:
‘acoustic-phonetic’ matching. ‘prosodic’
matching. In this work we are interested
in the first item, so this paper is
concerned  with the following
experimental situation: a subject listen to
a pair of short utterances and then he/she
had to decide if the listened utterances
belong to the same speaker or no. This is
a common situation in the experimental
evaluation of listener’s ability to perform
some speaker verification task [1112].
Unfortunately in the past these tests were
mainly intended to provide a basis for
comparison  with performance  of
automated systems. So the test design
result substantially different time to
time, and performance analyses do not
allow cross comparison among the
several experiments,

THE TEST DESIGN: A PROPOSAL

The test consists of listening to a pair
of the same word, spoken by
same/different speaker and then to give a
judge on the speaker identity, The
stimuli _We use are: monosyllabic,
tnisyllabic, polysyllabic (more than five,
less than eight syllables).

The response is gauged to a fixed
number of choices, We fixed he

follo»ying constrains to the listening test
material:

¢ the same speech segment is never
presented twice to the same listener;
e the amount of speech signal
presented is the same for all
speakers used in the test; )
¢ the number of same-speaker pairs is
the same of different-speaker pairs;
o the frequency distribution of the
used words is uniform.
If NS is the number of the speakers
available, NR is the number of repetitions
of the stimulus (for each speakers), and
NC is the numbers of pairs to be
presented to the listener, the previous
conditions set the following rules:

NR=4* (NS-1)
NC=2*NS*(NS-1).
So you have the following possible
solutions:

Table 1. A list of possible values to be
used in order to have a “balanced” test

NS NR NC
2 4 4
3 8 12
4 12 24
& | 5 16 | 40
6 20 60
and so forth.

The duration of the listening tt
should be about 30 minutes long
Considering that we want to use .
different words, the pointed solution 0
NS=5 results a good choice, as te
number of pairs for listening session
3°40=120, 1e. we consider, on ¢
average, a total duration of 15s for each
pair presentation plus user response. The
definition of standard procedures .for
listening test in speaker recognition is 2
very important point. . d

As  speaker  verification an
identification technology finally seem “:
have reached a mature degree, we expec
a renewed and greater interest on these
topics. The test design we propose ma)
be a good starting pomt.
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INSTRUMENTAL SET-UP

The listening tests have been executed
in Rome and in Padua. The used
hardware was the same in both
laboratories, i.e.: a personal computer
equipped with an audio OROS AU2X
board, a CD reader and a colour VGA
monitor. In addition an external
amplifier and a monitor headphone AKG
mod. K141 complete the required
hardware to run the experiment. As
hearing level is a crucial point in any
listening test, special attention has been
devoted to the calibration of the whole
audio instrumentation chain.

Calibration )

This problem may be split in two
parts: the digital ‘calibration’ of the
speech files; the analogue “calibration’ of
the electrical chain from the line out of
the audio board to the output of the
headphone. The numerical normalisation
of the speech signal is executed on line
during the restitution of the speech file.
The normalisation factor has been
computed in order to amplify to a fixed
dB value the frame (26ms) of maximum
energy of the given stimulus. So the
frame-peak energy is the same for all the
simuli. To calibrate the electrical
¢quipment a reference 1kHz sinusoidal
tone is used (see CCITT G711
fecommendation). A MCL (Most
Comfortable Level) strategy has been
used. A measure of the mean speech
levels after calibration, stated a value
about 80dBA, that is, according to the
measures reported in literature, a
reasonable calibration level.

EXPERIMENT DESCRIPTION

€ experiment is described by a test
control file that contains information on
the utterances to be played and the
relative normalisation factors, as well the
fumber of pairs to be presented and the
filename where the results are saved. We

build four tests: each test consists of 120
pairs,

Table 2. The list of the utterances used in

Session 9.3

the four tests executed in the experiment
1sill | 3sill polisill

Test! |si |cancella unoecinquedi

1est2 Tno [ corretto | aeffebiotto

Test3 [tre [indietro | novesettedustre

Testd Tsej esegui | richiestadiaccesso

Vol. 1 Page 187

The speech material is part of the
SIVA database [3], and it is real
telephonic quality signal. We only use
five speakers in this experiment; the
same for all four tests. They belong to
the same regional area of the South of
Italy. The listening sessions have been
executed in Rome (central Italy), and
Padua, (north Italy) where listeners have
not acquaintance with the southern
speaker behaviours. Listening session
have been executed in a silent room.
Listeners do not perform any training,
they only receive a page of written
description of the test and relative
instructions. Each laboratory contributed
with 5 sessions per test, for a total of 20
tests. In summary we have responses on
4800 pairs' presentation. The subject can
not listen more than once a pair. In fact
after the pair presentation a menu
describing the following four choices:

1.voices are certainly different
2.voices are probably different
3.voices are probably the same
4.voices are certainly the same

is displayed, and after the subject’s
selection the relative choice is
highlighted on the monitor and the other
choices are cancelled, then a
confirmation is requested before the next
pair will be submitted, otherwise the
main menu is displayed again for a new
selection. So corrections are poss_lble,
but the subject is not allowed to listen
more than once the same pair.

ANALYSIS OF THE RESULTS

The obtained results have been
analysed separately for the two groups,
and then compared. Our goal is to
measure the “human” performance in
comparing speech samples in relation to
the duration of the utterance (fig.1,
fig.4); to analyse the listener variability
in performing the identlﬁcau?n task
(fig.2, fig.5); and last to trace a ‘relative
operating characteristic’ (ROC) of the
‘human’ system in solving the given
task. Direct measures of the obtained
performances are the ‘false acceptance
error rate’, (FA) and the ‘_false rejection
error rate’ (FR). The first is also referred
as error TYPE I° and it is the probability
that utterances of two different speakers
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are assigned to the same person, it is the
most severe error as it measures the
probability that an impostor get in your
system. The second is also referred as
error TYPE I1° and it is the probability
that utterances of the same speaker are
assigned to two different speakers, it is a
less severe error as it measures the
probability that your system do not let
you get in, although you have the
authorisation. These are ‘crude’
measures that only reflect the YES/NO
decision taken. A more interesting
measure is the ROC (fig3, fig.6) [4].
This is a standard XY dispersion plot
where on the X axes there is the
probability of listener deciding same
when samples are, in fact, by different
speaker (error), while in the Y axes there
is the probability of listener deciding the
same when samples are, in Jact, by the
same speaker (correct). If you have a
total (positive plus negative) N rating
scale the result is a set of (N-1) points on
the graph. The fitting of these points,
plus the origin point (0;0) and the
infinite point (1;1), gives you the ROC
curve. Roughly speaking, we may say
that curves approximating the diagonal
line from (0;0) to (1;1) describe more
difficult tasks. If a real (automated)
System measures a distance between two
samples, it will be possible to set several
thresholds and design a real ROC; in
case of listening test this is simulated
using a rated scale. Unquestionably a
ROC curve gives a more detailed
information than FA and F R values, but
the standard procedure, well described in
[4], considers the rating scale a linear
discriminative scale.

Rome group result

The results obtained from the FUB
group confirm the well-known fact that
the performances in identifying speaker
do not vary meaningfully after the 1.2
second duration. We see from fig.1 that
errors decrease about 20% if we move

m monosyllabic words to trisyllabic
words, but only 5% from trisyllabic to
polys'ylla_blc words. This goes against
our intuitive belief, but it is a well
experimental accepted fact. From fig3
we realise that the listener population has
a great variability and that some subject
also a strange behaviour. For
example one subject has a tota} error that
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is greater than 50% (a random generator
works better!) and another has a 0% FA
error and a 32% FR error (he/she is a
good guardian!). Finally we had to
compare the fig.1 and fig.3. They both
report FUB listener group performance
in relation to the used word, but in the
first case we only use the binary YN
information, while in the second we also
utilise the degree of confidence the
listener express utilising the two rates
scale.

Padua group result

As expected the CNR results follow
the same trend of the Rome listener
group. We only find two light
differences. First the overall error
(FA+FR) is just a little bit greater, and
this may be because northern listener
may have less familiarity than central
listener with the used database. Second
the FA/FR ratio is smaller. This fact may
not be explained easily. Also for CNR
listener group we have some subject with
strange behaviours. For example we
have, again, a listener that has a 0% FA
error, and another with a total error
greater than 50%. The ROC curves
clearly set that the speaker identification
using monosyllabic word is really a hard
task, while it makes no particular
differences recognising people using
trisyllabic words or polysyllabic words.

CONCLUSION

We execute a round-robin experiment
for the evaluation of human capability 1n
speaker recognition, when pairs of short
utterances are submitted to the listener.
Particular attention has been devoted to
the calibration and balancing of the test
itself, to avoid drift effects. The obtained
results show high consistency among the
two groups, and clearly set that: listeners
belonging to a regional area farther (in2
phonetically sense) from the one of the
speaker to be recognised, have, on the
average, a worse performance of fe¥
percents; performance response ;3
relation to word length shows a thresho i
effect situated between monosyllabic an
trisillabic words (other works report
value around 1.2s) for pairs of words of
short utterances. The results ar
promising and although more.efforfﬁlﬂ;
necessary before a final solution wil
reached, the possibility of using stan
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listening test as a reference in speaker
recognition seems a good choice.
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ABSTRACT

This study aimed at examining voice
identification levels in and by a relatively
large group of subjects. These subjects had
a high degree of familiarity as they lived in
the same kibbutz. We analyzed 5 modern
Hebrew vowels, 5 voiced consonants, and
the Hebrew phrase "good morning". The
results suggest differential perception and
identification processes among subjects
and among speech elements. We suggest
an explanation to the results in the
framework of the prototype model.

PROBLEM
) Voices of different people sound
different, and a few seconds of speech
‘suﬁic.e to identify a speaker without being
in direct visual contact with him/her.
Spe:aker identification is possible under
various detrimental circumstances, after
long time periods, in various speech
contexts, when the speaker expresses
filﬂ’erent attitudes, etc. These facts seem to
imply that there are some acoustic features
that ) .do not change under different
con‘dlt.lons. Despite these observations, the
topic is still not well understood as to’ the
garamete;s that affect speaker identifica-
on or how m

o uch they are related to

Human speaker recognition has been
deﬁyed as any process of decision about
the identity of a speaking person by certain
ft'aa_tures of the speech signal. A presuppo-
sition for such a decision is previous
acquaintance with the speaker.

Acoustic characteristics of voices have
thus been described, inter alia, in long-

term- and short term-, inherent- and
learned-, glottal source- and vocal tract-
dependent features.

Listeners' role in voice identification
has been studied so far from numerous
angles, e.g., voice recognition learnability,
time effect on recognition (memory),
number of voices recognized, test type,
utterance type/length effect on recognition,
language dependence, masking effects, the
effect of various acoustic parameters on
recognition, etc. Experiments often used
small numbers of subjects and/or voices.

This paper has the following goals: 1.
testing voice identification of a large group
of speakers by a large group of listeners
well acquainted with the speakers, 2
Phoneme-dependency of voice identifi
cation. Reported here are results of ouf
psycho-acoustic tests, performed as part of
a systematic study of acoustic cues impor-
tant for voice identification as described.

METHOD AND SUBJECTS

The method includes a few stages for
recording the test material and testing the
subjects.

The subjects were from a kibbutz in the
north of Israel, all native speakers Pf
Hebrew without speech or hearing impair-
ments or foreign features.

In Stage I, 20 men of this kibbutz (3g¢
range: 26-59) were recorded saying fh¢
same test materials (see below). They were
recorded (mono-channel) on a 486 PC
computer using a voice card at 22 K2
sampling rate.

In Stage II the listeners were men and
women from the same kibbutz (age rang®
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25-55). All know the speakers well or very
well. Each listener was asked to fill in a
form grading in a 5 grade scale his/her
acquaintance with the speaker. There were
28 people's voices, 20 of which were later
used in the tests. Subjects had to grade in
a 5 grade scale the "uniqueness” of each
speaker's voice, and describe this feature in
words.

Speaker identification tests included
tecognition by: 1. /a, e, i, o, u/, the 5
vowels of Hebrew uttered in isolation; 2.
/aCal/ syllable sequences, C being the nasals
Im,n/, based on the literature which descri-
bed them as good predictors of individual
features and /1, r, z/ which tend to have
numerous allophones; and 3. the 2-word
Hebrew utterance /boker ‘tov/, i.e., 'good
morning'.

Each session lasted up to an hour and a
half, in which each listener heard a 100
vowels of 20 different speakers in random
order. The listeners were asked to identify
the speakers from a list of 28 people's
names, i.e., more speakers than actually
used in the test. After hearing the vowels,
they had to fill in another questionnaire in
which they wrote down the speaker's name
(as they identified him), their confidence
lev.el in it, their evaluation of this voice's
uniqueness and (optionally) a verbal desc-
fiption of the voice. They were allowed up
10 8 times listening to each stimulus. On
}he same session they were also asked to
1dentify speakers by the utterance "good
morning". Speaker identification by /aCa/
syllables was tested in a separate session.

The tests were aimed to give answers
to the following questions: 1. What is the
average speaker identification level by
individual listeners? 2. Are there inter-
lllstener differences in speaker identifica-
Flon? 3. Are there inter-listener differences
I speaker identification by different pho-
nemes? 4. Does successful idenification of
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a voice by a certain phoneme imply
successful speaker identification by the
same phoneme by other listeners?

FINDINGS

1. The identification test of the
utterance /boker ‘tov/ yielded an average
correct identification rate of 60% (216
correct identifications for 360 stimuli). The
test was an open test, in the sense that the
listeners did not know which speaker out
of 28 possible people they were about to
hear. This proportion of successful identifi-
cation is much higher than reported in
previous studies (see e.g., Ladefoged &
Ladefoged, 1980, van Lancker et a,
1985). The listeners identified speakers,
except for three cases where the voices of
certain speakers were erroneously consi-
dered those of others. Thus, most errors
were of the type "cannot identify". In addi-
tion, the successful identification range by
individual listeners (45% - 85%) is smaller
than the successful identification range of
the speakers' voices (11% - 100%).

2. Speaker identification by voice
recognition of vowels: The results of 20
listeners (men and women) were included
in the data analysis and are summarized in
Table 1 and demonstrated as an example in
Table 3. The results show that there are
vowel-dependent significant differences in
listeners identification abilities. The best
identification was yielded for /a/ - 37.6%.
Next come /i/ and /e/ without any
difference between them - 29%. These
three vowels are better identified than /o/
(25%) and W/ (17%) (See Table 1). The
average identification rate for the total
number of vowels was 29% (range: 16%-
51% ), which is much lower than for the
words (60%). This result may bg e)_(pected
owing to the little information in isolated
vowels as compared to two-word-

utterances.
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Table 1. Percentage of speaker idetification
by vowels

vowel N

correct | percent
fa/ 330 124 37.6%
e/ 295 89 30.2%
i 300 87 29.1%
o/ 285 72 25.3%
fu/ 189 32 16.9%

3. Speaker identification by voice
recognition of voiced consonants in /aCa/
syllables: Differences were also found for
identification of speakers in this environ-
ment. The best identified consonant in this
environment was /z/ (63%), followed by
/n/ (62%) and /m/ (58%). The speakers of
syllables with /l/ were correctly identified
in 53% of the cases, and for /t/ - in 50%

of the stimuli (see Table 2).

Table 2. Percentage of speaker idetification
by consonants

consonant N correct | percent
It/ 198 99 50.0%
v 198 105 53.0%
/n/ 198 114 57.6%
/n/ 197 123 62.4%
/7/ 198 124 62.2%

4. Confusion matrix results revealed
that some of the speakers were more
successfully identified for certain vowels
than other speakers (See for example
Table 3). ’

5. Speakers whose voices were cor-
rectly identified by all the listeners in all
the phonemes had special vocal features.

.6..Most speakers had considerable pitch
vanations even for relatively  short
utterances (<300 ms.). But as FQ ranges
were very similar for most speakers, it may
be assumed that FO is not the most impor-

Fan? cue for speaker identification, at least
in isolated vowels.
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DISCUSSION

This paper presents results of a study
of speaker identification by human
listeners. The test lanaguage was Hebrew,
which to the best of our knowledge, has so
far not been studied from this respect . For
the purpose of this study both speakers and
listeners were native speakers of this
language We are dealing here with Modem
Hebrew,a Semitic language with a phonetic
system comprisng 5 vowels and 20
consonants (traditionally 22 consonanta
and 10 vowel phonemes). This is appa-
rently the first report on this issue based
on such a new source of database.

Another issue that this study tackles is
the number of subjects used in the tests.
Most previous experiments used very smal
numbers (e.g., 3,5,7) of listeners and/or
recordings. The present experiments were
performed with a much larger group of
subjects, both speakers and listeners, and
thus results are probably more valid.

The tests can be considered of the
open-test type, in the sense that the
listeners did not know which persons 9f
the list were going to be heard. In ths
sense, this test type is closer to the reak
world situation of speaker identification.

At least two basic models for speaker
identification by listening can be suggested:

1. All listeners use one and the samé
voice identification strategy using the samé
features.

2. Different listeners use different st
tegies to identify speakers' voices. )

The results of our tests suggest 8 third
model which combines the above two ©
some extent:

3. Listeners use the same strategy
speaker identification but different flCOUS[‘Cl
features of the speakers' voices. This mode
is based on the protype model Rosch
1973, Rosch, 1976). According to i3
model, learning a new voice is achieved
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comparing it to a prototype voice (e.g,
mens' vs. women's or children's voices) and
extracting from this comparison those
features which deviate from the prototype
pattern. Thus, voices which are less similar
to the prototype will be easier to learn and
memorize than voices similar to it. Thus,
the more a voice deviates from the proto-
type, it will also be easier to identify it
when presented as a stimulus for identifica-
tion, and vice versa: the more similar it is
to the prototype the harder it will be to
identify it. The results of our experiments
and of other experiments reported in the
literature make this a likely hypothesis.
This hypothesis is also useful, for it allows
predicting results of other experiments.
Further research is required to prove
whether this model is correct. Current
research in speech sciences often applies
acoustic analysis of speech signals and sys-
tematic resynthesis while controlling indivi-
dual features and observing listeners' res-
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ponses. We intend to use this method to
examine the prototype model in the next
stage of our study of voice identification.
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TALKER- AND TASK-SPECIFIC PERCEPTUAL LEARNING
IN SPEECH PERCEPTION

Lynne C. Nygaard and David B. Pisoni
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ABSTRACT

The present investigation was
designed to assess the specificity of
perceptual learning employed in the
linguistic processing of spoken language.
Two groups of subjects were trained to
identify a set of talkers from sentence-
length utterances. After training, one
group of subjects was tested with isolated
words produced by familiar or unfamiliar
talkers and the other group was tested
with sentence-length utterances. The
results showed that the ability to identify
a talker's voice from sentence-length
utterances only modestly improved
intelligibility of isolated words, but
significantly improved the intelligibility
of sentence-length utterances. Listeners
appeared to focus their attention during
perceptual learning on talker information
that is specific to sentence-length
utterances. The results suggest that task-
as well as talker-specific perceptual
learning occurs during the processing of
spoken language.

INTRODUCTION

The speech signal simultaneously
carries information about a talker's voice
and about the linguistic content of the
intended message. Traditionally, the
unraveling of talker and linguistic
mformquor) has been characterized as a
normalization process in which talker
information is discarded in the listener's
quest for the abstract, idealized linguistic
processing units thought to underlie
speech perception [1,2].” Recent studies
howevgr, have demonstrated that thé
processing of voice and the processing of
linguistic content are not independent
Nygaard, Sommers, and Pisonj [3j
found that learning a talker's voice
facxhl:gtes subsequent phonetic analysis
In their study, listeners were trained to
identify talkers' voices from isolated
words and were then given a word
intelligibility task. Listeners who heard
familiar talkers at test were better able to
extract the linguistic content of isolated

words than those who heard unfamiliar
talkers at test. The results suggest that
perceptual learning of voice can modify
the linguistic processing of isolated
words.

The present investigation was
designed to assess the nature and extent
of this kind of perceptual learning.
Subjects in two experiments were trained
to recognize a set of ten talkers from
sentence-length utterances.

In Experiment 1, after training was
completed, intelligibility was assessed
using isolated words produced by
familiar and unfamiliar talkers. The aim
was to determine if the information
learned about a talker's voice from
sentences generalizes to the perception of
spoken words. The assumption was that
training with sentence-length utterances
would focus listeners' attention at 2
different level of analysis than training
with isolated words. It was hypothesized
that because sentences contain extensive
prosodic and rhythmic information 1t
addition to the specific acoustic-phonetic
implementation strategies unique [0
individual talkers, perceptual lcammg.Of
voices from sentences would require
attentional and encoding demands
specific to those test materials.

In Experiment 2, after training Wis
completed, listeners were given an
intelligibility test consisting of sentence-
length utterances produced by familiar
and unfamiliar talkers. Two issues Weré
addressed here. First, does specific
training on sentence-length uttera.nceg
generalize to similar test materials’
Second, are sentence-length utte;ances
which have higher-level semantic 0
syntactic constraints susceptible to the
effects of familiarity with a talkers
voice?

EXPERIMENT 1 f

In Experiment 1, two groups 0
subjects learned to identify talkers' voices
from sentence-length utterances oV¢f 2
three-day training period.

experimental group was then tested with
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isolated words to assess intelligibility of
talkers they had been exposed to in
training. The control group was tested
with isolated words produced by a set of
unfamiliar talkers.

METHOD

Subjects

Subjects were 33 undergraduate and
graduate students at Indiana University.
Sixteen subjects served in the
experimental condition and seventeen
subjects served in the control condition.
All subjects were native speakers of
American English and reported no history
of a speech or hearing disorder. Subjects
were paid for their participation.

Stimulus Materials

Two sets of stimuli were used in this
experiment. The sentence training stimuli
consisted of 100 Harvard sentences
produced by 10 male and 10 female
talkers, The isolated word stimuli
consisted of 100 monosyllabic words
produced by 10 of the same talkers (5
male and 5 female) that produced the
sentence materials. All stimuli were
digitized on-line at a sampling rate of 20
kHz using 16-bit resolution. The root
mean squared (RMS) amplitude levels
for all stimuli were digitally equated.

Procedure

Pretest Word Intelligibility. A pretest-
posttest design was used in this
experiment to directly evaluate the effects
of talker familiarity on word
Intelligibility. In both pretest and
Posttest, 100 isolated words produced by
ten tatkers (5 male and 5 female) were
presented at either 80, 75, 70, or 65 dB
(SPL) in continuous white noise low-
Pass filtered at 10 kHz and presented at
10 dB (SPL), yielding four signal-to-
noise ratios: +10, +5, 0, -5. An equal
number of words was presented at each
of the four signal-to-noise ratios.
Subjects were asked to recognize the
Word by typing their response on a
keybgard. For subjects in the
EXperimental condition, the words were
Produced by the ten talkers they heard in
Uaining. For subjects in the control
condition, the talkers' voices were
unfamiliar.

Training. Two groups of listeners
ompleted three days of training to
amiliarize themselves with the voices of

Y -
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ten talkers. The experimental group of
16 subjects learned the voices of the same
ten talkers that were used for the pre- and
posttests. The control group of 17
subjects learned the voices of ten
different talkers. Both groups were
required to identify each talker's voice
and associate that voice with one of 10
common names.

On each day of training, both groups
of listeners completed three different
phases. The first was a familiarization
task in which one sentence from each
talker was presented in succession. Each
time a sentence was presented, the name
of the talker appeared on a CRT screen in
front of the listener. Subjects were asked
to listen carefully to the words presented
and to attend specifically to the talker's
voice. )

The second phase of training consisted
of a recognition task in which subjects
were asked to identify the talker who had
produced each sentence. Ten sentences
from each of ten talkers were presented in
random order to listeners who were
asked to identify each voice by pressing
the appropriate button on a key_board. On
each trial, after all subjects had
responded, the correct name appeared on
a CRT screen. .

The third phase of training was
identical to the second phase except that

eedback was given.
" ;’asttest Wor%i Intelligibility. The
posttest was identical to the pre-test.
Subjects were asked to 1.dent1fy xsolqtpd
words produced by familiar or unfamiliar
talkers at four signal-to-noise ratios.

RESULTS AND DISCUSSION

in .
T"/l\lll; sgubjects showed continuous
improvement over the three days of
training. Both groups of subjects
identified talkers consistently above
chance even on the first day of training
and performance rose to nearly 85‘1?'(
correct by the last day of training.
repeated measures analysis of varlanc?
(ANOVA) with learning and days ©
training as factors showed a mgmﬁcarg
main effect of day of training, F(2,62) =
74.04, p<.001, and also a sngmﬁcar‘;t
main effect of group F(1,31) = 20.2(i

<.001. The control group performe

significantly better than the experimental
group learning their s

t of talkers.
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Isolated Word Intelligibility

Figure 1 shows the difference in
percent correct word identification from
pretest to posttest for both the
experimental and control groups averaged
across signal-to-noise ratio.  Although
there is more improvement for subjects in
the experimental condition who were
hearing familiar voices at posttest than for
subjects in the control condition, the
effects of familiarity on word
intelligibility were small (p<.08). A
repeated measures ANOVA with signal-
to-noise ratio and training group as
factors showed no significant main
effects or interactions.

10
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@ 8 4
g D Control Group
L 64
£
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= 4 ] \
3
g2 24
& \
0 k

Figure 1. Percent difference is plotted
for the control and experimental groups.

These results suggest that perceptual
learning of talkers' voices from sentence
-length utterances does not generalize to
the perception of isolated words.

EXPERIMENT 2

As in Experiment 1, two groups of
subjects learned to identify talkers' v%ices
from sentence-length utterances over a
three-day training period. However, the
experimental and control groups in this
experiment were then tested with
sentences produced either by talkers they
?cad ‘enccz)iimtered in  training

Xperimental) or by a set of ili
talkers (control). Y of unfamiliar
METHOD

Sugjects

ubjects were 20 un

graduate students at Ind(ii::l;gr%qu?'?rs?gd
Eleven subjects served in the
experimental condition and nine subjects
served in the control condition All
subjects were native speake‘rs of
American English and reported no history
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of a speech or hearing disorder. Subjects
were paid for their participation.

Stimulus Materials

Training and test stimuli consisted of
100 Harvard sentences produced by 10
male and 10 female talkers. All stimuli
were digitized on-line at a sampling rate
of 20 kHz using 16-bit resolution. The
root mean squared (RMS) amplitude
levels for all stimuli were digitally
equated.

Procedure

Training. Training was identical to
that used in Experiment 1 except thal
subjects were trained on a set of 50
sentences rather than 100 sentences.
Again, two groups of listeners completed
the three days of training. The
experimental group of 11 subjects leamed
the voices of the same ten talkers that
were used for the sentence intelligibility
test. The control group of 9 subjects
learned the voices of ten different talkers.
All other aspects of training were the
same as in Experiment 1.

Sentence Intelligibility Test. Intit
sentence intelligibility test, 48 novel
sentences produced by ten talkers (5 male
and 5 female) were presented at either
75, 70, or 65 dB (SPL) in continuous
white noise low-pass filtered at 10 kHz
and presented at 70 dB (SPL), yielding
three signal-to-noise ratios: +5, 0, -
An equal number of words was present
at each of the three signal-to-noise ratios.
Subjects were asked to transcribe the
sentence on a sheet of paper. For
subjects in the experimental condition,
the sentences were produced by the (e
familiar talkers they heard in training
For subjects in the control condition, the
talkers' voices were unfamiliar.

RESULTS AND DISCUSSION

Training .

All subjects showed continuous
improvement over the three days ©
training. As in Experiment 1,
groups of subjects identified talkers
consistently above chance even o0 e
first day of training and performancé msef
to nearly 85% correct by the last day ©
training. A repeated measures analysis
variance (ANOVA) with learning 2%
days of training as factors show® a
significant main effect of day of tralmﬂl;
F(2,36) = 78.029, p<.001, and no oti
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significant effects.

Sentence Intelligibility

Subjects' performance on the sentence
intelligibility task was assessed by
determining the number of key words
correct in each test sentence, adding up
the total number of correct key words
across sentences and averaging these
totals across subjects. Each Harvard
sentence contained 5 "key" words and the
test set of 48 Harvard sentences
contained 240 key words.

Figure 2 shows the total number of
key words correct averaged across
subjects for the experimental and control
groups.

Experimental [ Control

80~

\

o
<
1

40

Words Correct

0 +5
Signal-to-Noise Ratio

Figure 2. Percent key words correct as a
Junction of signal-to-noise ratio for the
experimental and control groups.

_ A repeated measures ANOVA with
signal-to-noise ratio and training group as
faCt0r§ showed a significant main effect
of training group, F(1,18) = 220.378,
P<.001, indicating that subjects in the
€xperimental condition who heard
Sentences produced by familiar talkers
Wwere able to transcribe more key words
correctly across all signal-to-noise ratios
than control subjects who heard
Sentences produced by unfamiliar talkers.
A Significant main effect of signal-to-
noise ratio, F(2,36) = 286.26, p<.001,
¥as also found indicating better
performance at the higher signal-to-noise
falios. Finally, there was a significant
!Nteraction between training group and
Signal-to-noise ratio, F(2,36) = 44.41,
<001, indicating that the effect of talker
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familiarity became larger as signal-to-
noise ratio decreased.

These results suggest that perceptual
learning of talkers' voices from sentence
-length utterances facilitates the linguistic
processing of sentence-length utterances
produced by familiar talkers.

GENERAL DISCUSSION

The results of our experiments suggest
that perceptual learning in speech
perception is both talker- and task-
specific. Perceptual learning of voice
transfers to linguistic processing of
spoken language in a task-specific
manner such that attention must be
directed to learning the specific voice
attributes that will be relevant at test. Our
findings also show that long-term talker-
specific effects on linguistic processing
occur with sentence-length materials
which contain higher-level semantic and
syntactic constraints suggesting that
talker-specific effects operate in a variety
of listening situations from isolated
words to sentence-length utterances.

Familiarity with a talker's voice
involves long-term modification of
speech and language processing.
Listeners appear to retain talker;specxﬁc
information about individual articulatory
idiosyncrasies both at the level of
acoustic-phonetic implementation andata
more global level found in sentence-
length utterances.
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SOME SOURCES OF VARIABILITY IN
SPEECH INTELLIGIBILITY

Ann R. Bradlow, Gina M. Torretta and David B. Pisoni
Speech Research Laboratory, Indiana University, Bloomington, Indiana, U.S.A.

ABSTRACT

~ Talker-specific correlates of
intelligibility were explored using a large,
multi-talker speech database. This
database includes both sentence
productions from multiple talkers and
intelligibility data from multiple listeners.
We examined global, talker-specific
characteristics (e.g. gender, fundamental
frequency, and overall speaking rate), as
well as individual differences in phonetic
implementation (such as vowel space
compactness and fine-grained, segmental
differg:nc?s) as possible correlates of
variation in overall talker intelligibility.
Results indicated that individual
differences in segmental articulation,
rather than global characteristics,
correlated well with overall intelligibility.

INTRODUCTION
The speech signal simultaneous]
encodes both linguistic and paralinguistiz
information [1]. Thus, in response to an
utterance, a listener is made aware of
both its content (the linguistic message)
and of a host of information specific to
the instance of the utterance. For
example, due to both inter- and intra-
talker differences, the speech signal
gg)r(iveys information about the talker’s
» 8¢, geographical origin, physi
and mental state, as well asgthc lglg):lisil?(.:l
message he or she is trying to
communicate. As a consequence of the
sxmulltane(')us encoding of linguistic and
para]mguistic information, we might
€xpect an interaction between these two
aspects of the acoustic signal. This study
addressegl this issue by investigating the
correlau_ori between talker-specific
characteristics and speech intelligibility.
METhHODS AND MATERIALS
¢ materials for this stud c

gort:bthe Indi:'ma Multi-Talker SZntcarIiIé:
Ha ase. This database consists of 100
talali('va:d sentences [2] produced by 20
o ers (10 males and 10 females) of

eneral American English. The
sentences are all mono-clausal and
contain 5 key words. Examples of the

sentences are given below in Table 1.
Table 1. Two sample Harvard sentences
with keywords underlined.

Rice is often served in round bowls.
Two blue fish swam in the tank.

Along with the audio recordings, this
database includes intelligibility data in the
form of sentence transcriptions by 10
listeners per talker. In the collection of
these transcriptions, the listeners heard
the full set of 100 sentences produced by
a single talker. The listeners heard each
sentence over headphones, and thea
typed what they heard at a computer
keyboard. The sentences were presented
in the clear (no noise was added) at 2
comfortable listening level. The listeners
were all students at Indiana University
with no speech or hearing impairments.

The sentence transcriptions were
scored by a criterion that counted 2
sentence as correctly transcribed if, and
only if, all 5 keywords were correctly
transcribed. Any error on a keywor
resulted in the sentence being counted 2
mistranscribed. With this scoring
method, each sentence for each talker
received an intelligibility score out of 2
possible 10. Each talker’s over
intelligibility score was then calculated
the average intelligibility score across
100 sentences. Across all 20 talkers,
there was considerable variation If
overall intelligibility. The intelligibility
scores ranged from 81% to 93%, with 2
mean and standard deviation of 88% and
3%, respectively. Thus, the materials if
this database covered a range of talkf
intelligibility and could be used as the
basis for an investigation of the effect 0
talker-specific characteristics on OVer
intelligibility. .

Our general approach to this
investigation was to focus on two aspect
of talker-specific variation. First, ¥
examined the correlation of global talk<t
characteristics, such as gender, OVer |
speaking rate, and fundament?
frequency, with overall talke

w
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intelligibility. Second, we looked at
several aspects of the acoustic signal that
provide information about the
pronunciation characteristics of the talker.
Specifically, we compared vowel space
compactness across talkers, and
performed an analysis of specific listener
errors and their correlation with fine-
grained talker variation at the acoustic-
phonetic level.

GLOBAL CHARACTERISTICS

One of the most salient paralinguistic
factors that is conveyed by the speech
signal is the sex of the talker. Due to
physical differences between the typical
male and female vocal apparatus, as well
as due to socio-linguistically determined
differences between male and female
pronunciation patterns, the sex of the
talker is a very prominent paralinguistic
factor. Furthermore, there is evidence in
the literature that females tend to exhibit
fewer instances of reduced speech than
males [3]. Thus, we might expect female
talkers to have higher overall
intelligibility scores than male talkers.

In the Indiana Multi-Talker Sentence
Database, the overall intelligibility scores
indicated a significant sex-based
difference in sentence intelligibility. The
female talkers had a significantly higher
average intelligibility score than the male
talkers (89.4% versus 86.3%, with
Standard errors of 0.67% and 1.00%,
Iespectively, t(18)=2.57, p=.02 by an
unpaired, 2-tail t-test). Furthermore, in
this database, the four talkers with the
highest intelligibility scores were female
and the four talkers with the lowest
ntelligibility scores were male. Thus,
these data suggest that overall speech
ntelligibility is affected by the talker’s
SeX. We now turn to an investigation of
other paralinguistic factors that might

elp to explain the acoustic-phonetic
reasons for this sex-based difference in
mtelligibility.

Overa_ill rate of speech is a global
characteristic of speech production that
Mot only varies across talkers, but also

3 an impact on speech perception [4].
SIng mean sentence duration as a
iftleasui'e of overall speaking rate, we
OWestigated the correlation between
2verall rate and intelligibility. We
WYPOIhemzed that slower speaking rates
ould correlate with higher overall

|
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intelligibility scores. However, across all
20 talkers, there was no correlation
between overall rate and intelligibility.
We also hypothesized that less variance
in speaking rate would correlate with
better intelligibility. When all talkers
were included in this analysis, we found
no correlation between rate standard
deviation and mean intelligibility.
However, when the three talkers with the
lowest mean intelligibility score were
excluded from the analysis, we found a
high negative correlation (R2=-.82)
between rate standard deviation and mean
intelligibility. Thus, for a subset of
talkers, although mean speaking rate does
not predict intelligibility, the less the
variability in speaking rate the higher the
intelligibility. With respect to rate
differences for the males and females, we
did not find that the females had generally
slower rates than the males. This
suggests that the sex-based difference in
overall intelligibility does not result from
a difference in overall speaking rate.

Another global talker characteristic
that we investigated as a possible
correlate of overall intelligibility was
fundamental frequency. Here we
hypothesized that both the mean and
range of a talker’s fundamental frequency
might affect his or her overall
intelligibility. For the male talkers, we
found no correlation between mean
fundamental frequency and mean
intelligibility score across all 100
sentences. However, for the females, we
found a moderate, negative correlation
(R2=-.32). Thus, these data provide
some suggestion that females with lower
mean fundamental frequencies might be
more intelligible.  With regard to
fundamental frequency range, we found a
moderate positive correlation (R2=0.38)
between FO range and oyer_all
intelligibility for all 20 talkers, indicating
that a wider range of pitch variation can
enhance sentence intelligibility.

From these investigations of global
talker characteristics and overall talker
intelligibility, we concluded that the
correlations are generally weak to
moderate for the twenty, normal talkers
in our database. Even though we did
find a significantly higher mean
intelligibility score for the females than
for the males in our database, we were
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unable to reliably trace this difference to
global talker characteristics, such as
overall speaking rate and fundamental
frequency characteristics. In light of this
result, we turned our attention to some of
the indicators of talker variability in
pronunciation. Our expectation here was
that inter-talker differences at the fine-
grained acoustic-phonetic level would
correlate with variance in overall
intelligibility.

PHONETIC IMPLEMENTATION

We began with an investigation of
vowel-space characteristics. Talkers
differ in the extent to which they
differentiate the vowel categories in the
F1 by F2 vowel space [5). Thus, the
compactness of a talker’s vowel space is
an indicator of the talker’s pronunciation
characteristics.  Since a relatively
expanded vowel space indicates less
reduced vowels, we hypothesized that a
more expanded vowel space would
correlate with higher overall
intelligibility.

In order to compare vowel spaces
across talkers, we selected vowels from
the sentence materials that provided an
indication of the extremes of each talker’s
general vowel space. We selected three
tokens of each of three point vowels, 1,
u, a/. Each token came from a separate
sentence, giving us a subset of nine
sentences. First and second formant
frequencies were measured from the
steady-state portion of each of the target
vowels for each of the 20 talkers. These
measurements were then transformed
according to the perceptually motivated
mel scale, and plotted in the Fl by F2
mel space. Euclidian areas were then
calculated for the triangles formed by the
most extreme vowel tokens of each
talker's measured vowel space.

Since these vowel space areas are
representative of a subset of the total set
pf 100 sentences, we used the
intelligibility scores across this subset of
sentences in our analysis of the
correlation between vowel space and
intelligibility. A rank order correlation
between taiker vowel space area and
overall intelligibility was moderately
positive (Spearman rho =+0.36)
indicating that across all talkers a more
expanded vowel space can lead to higher
overall mtclligibility. Furthermore, in a
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comparison of the vowel space area of
the male and female talkers, we found
that the area within the female vowel
spaces tended to be larger than the male
vowel space areas (p=.037 by a I-tail,
unpaired t-test). Thus, the results of this
analysis of vowel space expansion and
overall intelligibility indicate that talkers
who have more differentiated vowel
articulations tend to be more intelligible.
Furthermore, the vowel-space data
suggest that the sex-based intelligibility
difference might be related to sex-based
differences in articulatory precision.

In order to further investigate the
pronunciation characteristics that might
correlate with talker intelligibility, we
performed analyses of the acoustic-
phonetic correlates of consistent listener
errors. In these analyses we focused on
specific portions of sentences that
resulted in consistent listener errors, and
attempted to find talker pronunciation
differences that were responsible for the
occurrence of listener errors.

One such case occurred in the phrase
“the play seems,” which was often mis-
transcribed by listeners as “the place
seems.” In order to investigate the timing
characteristics that determined the
syllabification of the medial /s/, We
measured the durations of the target /s/ 2
well as of the surrounding segments for
each of the 20 talkers. We then examined
the correlations between these
measurements and the likelihood of
correct transcription by the listeners
across all talkers. Results of these
measurements showed a fairly strong
negative correlation (R2=-0.65) between
the duration of the medial /s/ as @
proportion of the duration of ! ‘:,
preceding word /plej/, and the rate 0
correct transcription. In other words, the
shorter the /s/ relative to the preceding
word, the more likely it was t0 gc
syllabified by listeners as onset of [de
following word, rather than as both Coh“
of the preceding word and onset of tb:
following word. Thus, in order t
correctly transcribed, this phrase requir
a high degree of inter-segment [lmllg
accuracy. Furthermore, there were fe¥ S
listener errors for the female producu(:']le
of this phrase, indicating that the fem .
talkers in our database were mor
accurate in this regard than the males. .

Another case of a consistent liste®
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error across all talkers was in the phrase,
“the walled town” which was often
transcribed as “the wall town.” In order
to explore the acoustic-phonetic factors
that determined whether the word final /d/
was detected, we performed duration
measurements on various portions of the
target word sequence, “walled town.”
Results showed a positive rank-order
correlation between the absolute vowel-
to-vowel duration (i.e., the duration
from the offset of the /a/ in “walled” to
the onset of the /a%/ in “town™) with the
likelihood of /d/ detection across all 20
talkers (Spearman rho =+0.702).
However, we found an even higher
correlation between rate of /d/ detection
and the absolute duration of voicing
during the /d/ closure (Spearman rho
=+0.744). In addition to investigating
the correlations of these durations in an
absolute sense, we also investigated the
correlation between rate of /d/ detection
and these durations relative to the
surrounding segment and word
durations. ~ However, the highest
correlation was between absolute
duration of voicing during closure and
rate of /d/ detection. Since voiced stops
in this pre-stop environment are typically
not released, the only cue to the presence
of a voiced stop is voicing during the
closure. And, as demonstrated by ‘the
Consistent listener error in this example,
this normally variable cue can be crucial
in this environment. This case is another
example of talker-variation at a fine-
grained, acoustic-phonetic level that has a
direct effect on sentence intelligibility.

In addition to these examples of
‘ommon listener errors that occurred
across all 20 talkers, there were several
Cases of common listener errors for
certain individual tatker’s productions of
Particular sentence portions. For these
Sentences, we compared the acoustic
characteristics of the target sentence
Portion from the talker who was often
mlshpard with those of a talker who
feceived no listener errors on that
Sentence portion. One such instance
Occurred for the target phrase “ smooth
Planks,” which for one talker was often
Iranscribed as “smooth banks.” As
tompared to a talker whose utterance
Produced no listener errors on this word,
this talker had a reduced Ip/ closure
duration, as well as a reduced /p/ VOT

Session 9.6

Vol. I Page 201

duration. Thus, for this talker, the cues
to the unvoiced consonant were reduced
in duration, resulting in listeners
perceiving a voiced initial consonant.

In general, our investigations of the
acoustic-phonetic correlates of specific
listener errors show that variation in
talker intelligibility can depend on fine-
grained variation in articulation.
Sentences spoken by talkers who are
more precise in their articulations are
more likely to be correctly transcribed.

CONCLUSIONS o
The results of this investigation
indicate that differences in fine-grained,
articulatory-acoustic patterns correlate
with variability in overall speech
intelligibility. In contrast, global talker
characteristics (such as mean fundamental
frequency and speaking rate) are not well
correlated with differences in talker
intelligibility. Furthermore, this study
indicated that female speakers, who tend
to have more precise articulations, also
have higher overall intelligibility scores
than males. These findings indicate that
talker-specific variations at the acoustic-
phonetic level have an impact on both the
paralinguistic informauo'n‘ch.ned by the
utterance and on its intelligiblity.
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AN INVESTIGATION OF SINGER PITCH DEVIATION
AS A FUNCTION OF PITCH AND DYNAMICS

Perry R. Cook
Center for Computer Research in Music and Acoustics, Stanford, CA, USA

ABSTRACT

Drift and jitter were measured in
singer voices, and compared across
loudness and pitch, in both vibrato and
non-vibrato productions. Jitter showed a
slight dependence on dynamic level, and
drift showed no clear dependence on
dynamic level. Results correlating jitter
and drift to produced pitch were more
consistent if absolute sung pitch, rather
than position within an individual
singer’s range, was used. Jitter and drift
showed a slight dependence on pitch.

VOCAL PITCH DEVIATION
Deviations of pitch in the voice are
important perceptual features [13(2).
Some amount of pitch deviation is
present in the voice at all times, no
matter how much the speaker/singer
endeavors to remove it. The intentional
quasi-sinusoidal modulation of the
fundamental pitch is called vibrato, and
occurs at a frequency of 5-7 Hz. in
trained western BelCanto singing voices.
Modulation components at frequencies
higher than the vibrato are called Jitter or
Slutter.  Modulation components at
frequencies lower than the vibrato rate
have commonly been called wow or drift.
The author prefers the terms drift and
Jitter because of the negative connota-
tions of wow and flutter as distortions to
be removed if possible. The production
of jitter is generally regarded as ap
involuntary process, caused by random
neural firing and a low level feedback
mechanism which, in the singing voice,
can be trained to cause the periodic
oscillation of vibrato [31. Drift
components of very low frequency are
fimectly related to intentional corrections
in fu'ndamental pitch. Drift is generally
l(;onSIderc:d t? be consciously controllable
Y means of an auditory feedback loo,
[413][5], but it is not possible tl())
completely remove the drift component
at will,
. Most synthesis models of singer (and
Instrument) pitch deviation involve a
single sinusoid to mode] the vibrato,

mixed with some random signal to mode]
both the drift and jitter components, such
as simple low-pass filtered noise [6].
Maher and Beauchamp [7] proposed a
more elaborate model of vocal pitch
control, involving one sinusoidil
oscillator, three sources of lowpass
fillered  noise, various summing
elements, and a multiplier. The pitch
perturbation research covered in this
paper was conducted to investigate the
behavior of the jitter and drift regions of
the pitch signal spectrum as a function of
sung pitch and intensity, to formulate a
set of rules for pitch deviation control,
and to suggest a suitable set of synthesis
control parameters.

A STUDY OF SINGER JITTER AND
DRIFT .
Many past studies of jitter and drift
have typically been conducted on tones
produced by singers instructed to sing
with no vibrato, because the jitter and
drift components are easier to isolate and
study when vibrato is absent, and many
pitch detection methods yield noisy pitch
estimates.  Signal processing on low
amplitude components in the presence of
a large vibrato peak is difficult, because
the jitter and drift components are often
below the noise floor of the pitch
detection algorithm itself [8][9). The
Periodic Predictor Pitch Tracker (PPPT)
[10]{11] has been shown to exhibit a
noise floor of less than -55 dB relative to
a sinusoidal modulation signal and -30
dB additive noise, and was used 10
extract the fundamental frequencies in
this study. Another method [12] was
used to verify the results on a randomly
selected 10% of analyzed vocal tones.
Four professional singers were
selected for the study, one each of the
voice parts soprano, alto, tenor, angi bass.
The singers were instructed to sing ,30
long tones on the vowel /a/ (father). Five
notes were performed each at Mezxo
Forte (medium loud), Pianissimo (very
soft), and Fortissimo (very loud), both
with and without vibrato.  The singers
breathed between each note, and were

ICPRS 95 Stockholm

wed to re any notes which they
?cl:ll?were unchia’eritcteristic of their ability.
The frequencies produced were selected
for each individual singer to evenly span
that singer’s comfortable range. The
sound files were digitized directly to
DAT, digitally transferred to computer
disk, down-sampled (-96 dB stop-band
rejection filter) to a sampling rate of
5512.5 Hz.,, then pitch signals were
extracted by filtering and sampling at
intervals of 55 samples. This 100 Hz.
pitch signal sampling rate ensures that
modulation information up to 50 Hz. was
available for analysis. Once the pitch
signals were obtained, Power Spectral
Densities (PSDs) were calculated by
performing multiple Fourier transforms
in 256 point frames on each pitch signal,
and averaging the magnitudes. Average
and standard deviations were calculated
across various groupings of spectra. To
aid in generalizing characteristics of
levels and rolloffs, a line was fit to the
average spectra between 1 Hz. and 4 Hz,
and another was fit to the region between
8 Hz. and 32 Hz.

OVERALL RESULTS

Consistent with the study of [6] was
that the overall amplitude of jitter
decreased with vocal range. That is, high
Sopranos exhibit less jitter than low
basses. In the vibrato case, singers
exhibited jitter spectra of about -65 dB
(0.97 cents average) at 8 Hz, and rolled
off at about 6 dB per octave. In the non-
vibrato case, the jitter spectra were about
-10dB (0.55 cents average) at 8 Hz, and
exhibited an average 8 dB per octave roll
off. ~ The standard deviations were
consistently smaller in the drift region
than the jitter region. The drift spectrum
fell off slowly (roll off of about 1.5 dB /
octave) from -50 dB (5.5 cents average)
at1Hz. out to the vibrato peak at -50 dB
average in the vibrato tones, and showed
adecrease in the non-vibrato tones to -53
dBatl Haz, rolling off at about 2 dB per
Octave.  This decrease implies that
Singers can hear their voices and control
them better in the non-vibrato case than
nthe vibrato case, and is consistent with
the model of drift as a random
Mechanism  with control input from
uditory feedback.,

Depeqdance on Loudness
Toinvestigate the dependence of jitter
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and drift on loudness, the PSD’s of all
pitch signals at a particular dynamic level
were averaged in the vibrato and non-
vibrato case. Figures 1 and 2 show plots
of the PSD's of the pitch signals of all
singers in the vibrato and non-vibrato
cases, arranged by dynamic level. The
broad dual peak nature of the aggregate
vibrato peak shows the variability of
vibrato rate between different singers.
The average PSD jitter curves show an
increase of 4 dB total from pianissimo to
fortissimo. No significant change in

2 4 [] FOREIL S 2 4 [] % R k)
Figure 1. Power spectra of vibrato pitch
signals of all singers grouped by
dynamic level.
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Figure 2. Power Spectra of non-vibrato
pitch signals of all singers grouped by
dynamic level.
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spectral slope was observed, with all
vibrato curves exhibiting a 6 dB/octave
roll-off, and all curves without vibrato
exhibiting an 8 dB/octave roll-off. The
drift regions of the spectra showed no
clear dependence on dynamic range,
implying that the singers in this study
could hear themselves and tune well at
all dynamic levels.

Dependance on Pitch

To investigate how jitter and drift depend
on sung pitch, two sets of spectral
averages were formed. The PSD’s of all
singers at a particular region in their
vocal range were averaged in the vibrato
and non-vibrato case. Figure 3 shows the
plots of the power spectral densities of
the pitch signals of all singers for both
vibrato and non-vibrato tones, arranged
by position within the singer’s range.
The standard deviations of all of these
plots are significantly larger than the
mean spectra, indicating that grouping
spectra in this way is an unreliable
method of classification.

b Mag. ab Kag.

-40
.23 3t Dev Ao Vibrato  TOISt Dev. u yiireto
I oo ~60)
83 '"’m -
-90 m‘-ga

Figure 3 Singer pitch spectra averaged
according 1o position within each
singer’s range.

Averages were also done within 4
onc-octave frequency ranges; 90-17
Hz,, 180-359 Hz,, 360-719 }gz.. and 7209-
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1439 Hz. Figure 4 shows the PSD plots
of the pitch signals of the singers for both
vibrato and non-vibrato tones, arranged
by absolute pitch. The standard
deviations for these plots are quite small,
indicating that the grouping of spectra by
absolute pitch is a more reliable method
of classification.  The jitter spectra
showed a slight dependence on pitch,
decreasing 2 dB per octave from low
pitch to high pitch. The jitter curves
exhibited a consistent slope for all ranges
of 8.5 dB per octave in the non-vibrato
case and 6 dB per octave in the vibrato
case. The drift curves showed a weak
dependence on pitch, decreasing about 1
dB per octave of increasing pitch.

:ﬁ S Vibreto :ﬁ fe. o vibreto
=19 ) =

Figure 4. Singer pitch spectra averaged
according to absolute pitch in octave

RULES FOR SYNTHESIS
Figures 5 and 6 show the line segment
approximations to the jitter and_drift
spectra, in the vibrato and non-vibrato
cases, arranged by pitch and dynamic
level. The data indicates that a suitable
control space for jitter must allow control
over spectral height and slope as &
function of dynamic level, phonatiod
pitch, and presence/absence of vibrato.
minimum jitter is exhibited with
no vibrato, at high pitch, and low
dynamic level. This jitter is about -70 dB
(.55 cents) at 8 Hz., rolling off at 8.5 dB
per octave. The maximum jitter 15
exhibited with vibeato, at low pitch, and
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Figure 5. Line segment fits to jitter and
drift spectra as function of sung pitch.

high dynamic level. This jitter is about
-60 dB (1.7 cents), rolling off at 6 dB per
octave. In both the vibrato and non
vibrato case, increases in dynamic level
account for about 4 dB increase in jitter
across the entire dynamic range, and
decreases in pitch account for about 2 dB
per octave of jitter increase. From the
data and the model of drift production,
the drift modulation component is most
strongly affected by the singer’s ability
tohear. An extremely simple but nearly
complete model of drift is a flat spectrum
at -50 dB (5.5 cents) extending to the
vibrato peak.  The only significant
deviations from this model found in this
Study were in the vibrato/non-vibrato
comparison, which indicated a small
Increase in spectral roll-off in the non-
vibrato case,
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TIMING AND ACCURACY OF FUNDAMENTAL FREQUENCY
CHANGES IN SINGING

Guus de Krom and Gerrit Bloothooft
Research Institute for Language and Speech, University of Utrecht, the Netherlands

ABSTRACT

This study deals with relations
between the musical score and the
acoustic Fy pattern measured in a sung
passage. Four trained singers performed
a song in which magnitudes and
directions of pitch changes varied
systematically. The songs were recorded
on the vowels /i/, /a/, and /u/, at three
different tempi. Timing differences in the
Fo transitions and deviations from the
target values were investigated with a
Dynamic Time Warping procedure.

INTRODUCTION

For a singer, the musical score
indicates how and when vocal pitch
should be varied. However, there exists
no one-to-one relation between the
prescribed (discrete) note sequence and
the Fo pattern measured in a recorded
song, due to for instance Fy vibrato and
inertia of the organic structures involved
in phonation. Also, singers have an
expressive freedom, which allows them
to deviate to some extent from the norm.
It may be expected that discrepancies
between the pattern of note sequences
prescribed in the musical score and the
actual Fo patterns measured in a sung
passage depend on the rate at which note
sequences are sung (larger deviances at
fast tempi), as well as the magnitude of
the Fy, difference between successive
notes  (larger deviances on large
intervals).
METHODS

Material
The material used in this study
consisted of a song (composed by

G. Bloothooft), in which magnitudes and
directions of note transitions were
systematically varied. The transitions of
interest always followed on a particular
sequence of *“leader” notes (F3-A3
[170-220 Hz] for males, and F4-A4
[340-440 Hz] for females). We chose a
fixed leader sequence in order to
minimise variations in the immediately
preceding context. Nine different
transitions were distinguished on the
basis of the interval and direction of the
steps (see Table 1).

Table 1. Interval magnitude (in
semitones) and direction (- downward,
+ upward) for nine types of transitions.

1 23456728}
interval -7 -5 -4 -2 +1 43 +5 47 48

Each singer produced nine (legato)
versions of the song, using the Dutch
vowels /i/, /a/, and /u/, and a slow,
medium, and fast tempo (2, 4, and 6
notes per second, respectively).

Recordings and acoustic analyses

The recordings were made in a large,
sound treated room. The singers (two
males, two females) were standing
upright, with the musical score mounted
on a stand in front of them. The singers
had synthesised piano accompaniment
presented over headphones at
comfortable loudness level ~(simple
chords at each measure). A condensef
microphone was placed at about 50 cm
from the mouth of the singer. The
microphone signal was recorded on 2
DAT recorder.
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Figure 1. Example of DTW output traces (male singer, medium tempo, duration 5.0 s).
From top to bottom, the traces represent the musical score (= template F, ), sung Fo, a
trace with the optimal alignment of template Fg to sung Fy (aligned Fy ), and a trace
with the difference between sung F, and aligned F, (delta Fy ).

The DAT recorded songs were
transferred to a computer and
downsampled to 20 kHz. Fo was
measured with a time-domain algorithm
(1], yielding one value (in Hz) for every
10 ms. The musical score was translated
into a similar time-by-F, format, yielding
six template files (3 tempi X 2 versions
[for males and females]).

Dynamic Time Warping (DTW)

Relations between the template Fop
traces prescribed in the musical score and
sung Fy traces were investigated by
means of a Dynamic Time Warping
(DTW) procedure [2]. DTW analyses
were performed on the entire lengths of
the traces, yielding template Fo, sung Fo,
and a DTW-aligned F, trace as the
optimal match of template Fo to sung Fo
(see Figure 1).

Parameter definitions
The DTW output files were further
Processed to obtain measures describing
the relative timing of the note transitions
and the accuracy of the transitions.
Deviations in the timing of transitions
were  investigated by  comparing

transition instants in the aligned Fo and
template Fp traces. Three parameters
were examined: (1) the transition lag,
defined as the time difference between
the transition instants in the template Fo
and aligned F, traces. Negative lag
values indicate that a transition was made
at a later instant than prescribed in the
musical score. (2) The absolute value of
lag (hag) yielded another timing
parameter. (3) The transition duration
was defined as the time difference
between local maximum or minimum
values in the sung Fy trace just before and
after the transition moment.

Parameters indicative of the accuracy
of the transitions were determined by
comparing the sung Fo and aligned. Fo
traces. Because these have an identical
time basis, a subtraction of sung Fo from
aligned Fy results in a trace with the
instantaneous Fo deviation in Hz (delta
F;). The local minimum (fa‘ll§ng
transitions) ~or  maximum (rising
transitions) in the sung Fo trace s.hortly
following the transition moment In the
aligned Fo trace was sougl}t. The
difference between this local minimum or
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maximum and the prescribed value was
calculated and expressed in semitones
(Fodev, positive values indicating that the
singers’ Fy was too high). A second
accuracy parameter was defined as the
absolute value of Fodev ( lFodevl ).

RESULTS

Analyses-of-variance were performed
with lag, llagl, duration, Fodev, and
[Fodevl as dependent variables, and
interval, tempo, vowel, and the singer's
sex as factors (SPSS procedure
MANOVA [3]). Because the levels of
the interval factor were spaced unequally
(see Table 1), polynomial contrasts were
applied to these levels. Main effects and
two-way interactions were investigated.

Timing parameters

As could be expected, tempo had a
significant effect on lag (p <.001), with
values of -276, -80, and -64 ms for the
slow, medium, and fast tempo,
respectively. Sex (p =.008), tempo
(p <.001), and interval (p=.039) had a
significant effect on llad » as did the sex
X tempo interaction (p = .025). Figure 2
gives the effect of size on [laﬁ .

400
[
300

200 * .

100

-8-6-4-202468
Figure 2. Mean Ilag| in ms as a function
of the transition interval in semitones.

As Figure 2 shows, [laﬁ decreased
from an interval of -7 semitones to an
interval of +3 semitones, flag was
longest for intervals of +7 and 48
semitones, respectively. Thus, it seems
that note steps that involve large
(fzspecially upward) FO transitions give
Tise to large deviations in the timing of
the note transitions.
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For both males and females, mean
lagl decreased with increasing tempo.
For females, the largest difference was
found between the slow tempo on the
one hand, and the medium and fast tempi
on the other (384 ms, versus 176 and 154
ms). For males, these values were 370,
313, and 208 ms, respectively.

Sex, tempo, and interval had
significant effects on the duration of the
transitions (p < 0.001, all factors), with
significant interactions for sex x vowel
(p=.010), sex x tempo (p =.015), and
interval x tempo (p=.001). Figure 3
gives the interval X tempo data.

400

300 ° o Oy
°
2001® o¢ @ .
n
[ ] n n
| | n A
0rs 44 T B 2 4

0
8 6 -4 2 0 2 4 6 8
Figure 3. Mean transition duration in
ms as a function of the transition
interval in semitones. Data are given for
slow (circles), medium (squares) and fast
tempi (triangles).

Variations in duration related to
interval size were most outspoken for the
slow tempo. Duration was not much
influenced by interval size for the
medium and fast tempi.

Overall, the duration of transitions
was shorter for females than for males.
The difference was some 30 ms in the
slow and medium tempi. No difference
was found in the fast tempo.

For the vowels /a/ and /u/, females had
a shorter mean transition duration than
males (135 versus 168, and 130 versus
169 ms). For the vowel /i/, female mean
transition duration was slightly longer
(154 versus 149 ms).
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Accuracy parameters

Interval had a significant effect on
mean Fedev (p<0.001). As can be
observed in Figure 4, the FQ of the note
following the transition was on average
too low for downward intervals. A less
systematic pattern was found for upward
steps, although F, was on average
slightly too high for intervals between +1
and +5 semitones. These data suggest
that the singers exaggerated the
prescribed pitch transitions.

1

05

0 T
051 ® @

-1
4 6420 2 4 6 8

Figure 4. Mean Fodev in semitones as a
function of the transition interval in
semitones.

Interval also had a significant effect on
[Fodev] (p<0.001), with a significant
(but not systematic) interval X sex
interaction (p < 0.001). Figure 5 gives
[Fodev| data for different intervals.

07
061® ® ®
05 o
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03 ° °
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Figure 5. Mean |F,devl in semitones as
a function of the transition interval in
Semitones.

Figure 5 shows that the largest
(absolute) deviations in Fo were found for
the largest downward or upward
intervals, indicating that these were more
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difficult to produce than sequences with
minor pitch changes. If we compare the
Fodev and [Foded data, it appears that Fy
of notes following downward transitions
was on average too low (negative Fydev
values), while F, of notes following
upward transitions deviated in a more
random fashion from the target value
(Fodev approximately zero, [Fodev|
nonzero).

CONCLUSIONS

We found that the (absolute) interval
of note transitions had an influence on
the timing of note transitions, as well as
the accuracy of the actual Fg values.

Transition timing was most variable
for note sequences that involved large
pitch transitions. In the slow tempo, the
duration of transitions was longer for
upward transitions than for downward
transitions.

Systematic Fo overshoot occurred
with downward intervals (more
overshoot for larger intervals). Upward
intervals resulted in more random Fp
deviations. Tempo and vowel type had
no effect on the Fy accuracy measures.

All four singers reported having
difficulties in singing at the fast tempo.
Tempo had an effect on the timing data,
but not on the accuracy measures. We
might therefore tentatively conclude that
singers tried to compensate the
difficulties encountered in the singing of
fast note sequences by adjusting their
timing of these transitions.
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ABSTRACT

The major question addressed in this
study is, to find out to what extent
certain French vowels undergo acoustic
tranformations as a function of frequen-
cy variation from soprano voices. The
vowels investigated are /i, e, €, a, y/
and the main thrust of this research is to
verify if the nature of spectral modi-
fication is comparable for all vowels.

INTRODUCTION

Singing voice, because of its specific
demands, its complex articulatory mo-
vements, represents a particular object
of analysis. In speech, the main objec-
tive is to communicate, i.e. to render the
phonetic message comprehensible. In
singing voice, however, this intelligi-
bility does not seem to be the foremost
desired goal. The search for precision,
the aesthetic aspect, voice compass and
quality play a fundamental role, with an
aim to conserve a given homogenous
quality along the entire voice range. It is
obvious that it is more difficult to
understand a sung text than a spoken
text; the further the singer gets into the
high notes, the more problematic
phoneme distinction becomes.

The purpose of this study is thus to
examine to what extent certain French
vowels undergo acoustic transforma-

tions as a function of frequency
variation.

METHOD
Corpus

As the purpose of the investigation is
to look at acoustic differences between
vowels in speech and in singing voice
the corpus is composed of two parts: ’
_ - the first part for singing voice that
1s comprised of vocal exercises: a string
of the same vowel at different frequen-
cies satisfied the conditions necessary

for our study. Ascending vocal exer-
cises were obtained for each of the
vowels cited above. Vocal exercises
carried out on the same vowel has the
advantage of excluding intervocalic
consonants, thus avoiding potential
consonantal effects on vowel spectra.
Each of the vocal exercises started with
the cluster /ts/ thus avoiding the
problem of sound attack and also opti-
mizing respiration strategies during the
vocal exercises (Figure 1).

- the second part for speech: to the
vocal exercises are added sentences that
contain the target vowels. The vowels
appeared in French words, embedded in
the carrier sentences. Vowel context
was varied using one of the following
consonants /b, v, z, 1, 3, ¥/ that vary
constriction location. Unvoiced conso-
nants were deliberately excluded to
avoid possible vowel devoicing, 5o also
were nasals to avoid vowel nasalizing.
The sentences were constructed as
follows:

The carrier sentence “Je vais chanter sur
/il, comme dans bise, vie, Suzie, lit,
magie et Paris.” means “I am going 0
sing on /i/, as in kiss, life, Suzie, etc.”.
“Je vais chanter sur /e/, comme dans
bébé, privé, rusé, blé, 1éger et paré.”
“Je vais chanter sur /e/ comme dans
béte, vert, zebre, laide, geste et raide.”
“Je vais chanter sur /a/, comme dans
bas, vase, visage, lame, jade et rat.”
“Je vais chanter sur /y/, comme dans
butte, vue, zut, lutte, juste et rusue.’j

Measurement zones were restricted
to the mid-portion of the vowels, thus
avoiding transitions due to adjacent
contexts.

Recordings .
Recordings were carried out usingd
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DAT TDC-D3 recorder and a Neumann
K54 microphone. The recordings were
made in a sound proof anechoic room
for two lyrique sopranos from the
Conservatoire National of Strasbourg,
digitized and analyzed by software.
Analyses were carried out on Spectro-
grammes, using wideband and narrow
band filters. Wideband spectra were
used for formant measurements whilst
narrow band spectra served for
measurements of sound pitch.

Extracts of the corpus were submit-
ted to a dozen subjects for identifica-
tion. This was not a perception test,
rather it served as a control test where
subjects had to note the quality percei-
ved and also to say if the vowel was
recognizable or not. Such a task would
served as an indicator that would
confirm or invalidate our results.

RESULTS

Speech

Measurements were carried out on
31/i/,28 Jel, 17 e/, 24 Ja/ and 17 ty/ for
each speaker. Two values were obtained
from two points on each vowel. Typical
values were then calculated as the
means of measured values (cf. Table 1.).
These values served as reference values
in our analyses of singing voice, since
the influence of frequency variation on
the acoustic composition of vowels in
singing voice, will be determined in
relation to the acoustic properties of the
same vowels in speech.
Singing voice

10 vocal exercises on /i/, 8 on /e/, 7
o /e/, 9 on /a/ and 10 on /y/ were
analyzed for each speaker. This
amounts to 90 notes for /i/, 72 for le/, 63
for e/, 81 for /a/ and 90 for lyl. Two
Measurement points were retained, here
also, on each vocalic portion.

Delermining thresholds
The acoustic composition of the
different vowels in singing voice was
Mot clear along the entire frequency
fange of vocal exercises. Actually, as
dfl&}rtp certain high notes, it becomes very
o icult, let impossible, to distinguish
mants in a precise manner. Also, it
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was observed that in these high
frequencies, subjects could no longer
recognize the different vowels. Another
observation was that the first hamornic
and fondamental frequency were
rapidly above the first reinforcement
zone that had been detected for the
same vowel in speech. It is thus Fo that
will be reinforced to play the F1 role.
However, the Fo value will also rapidly
attain a level so high, such that the
different harmonics will not coincide
with reinforcment zones characteristic
of vowels. Formant structure of vowels
in the singing voice context will
therefore no longer ressemble that of
vowels in speech. Thresholds were
established, beneath which the formant
structure of the vowel is relatively close
to a speech-like vowel and above
which, formant detection becomes
difficult as values no longer correspond
to speech reference values (cf. Tabie 2).
— (5} refers to this phenomenon as
“intelligibility thresholds”, since v'ow§l
intelligibility depends on the distincti-
veness of its formants. A mean formant
value was obtained for all vowels on
each note of the vocal exercises. These
formant values allowed us to estal?lish
thresholds, by comparing obtained
values with reference values for spee.ch
and by controlling our results W‘llh
observations that had been made during
the audition test. )

It was also noticed that in zones
where acoustic patterns were relatively
unclear, formant structures Were close
to those of speech, on certain notes.
This, presumably, is due to Fo fre-
quency that allows harmonics to
coincide with reinforcement zones,
charactersitic of vowels.

The presence of 2 supplementary
reinforcement zone was also dgtected.
the “Singing Formant”, as described by
{7). This formant was located, for the
two female speakers, around 360 Hz,
regardless of the yowel analyzed

ity variation
Qu\i;l(l)gel quallity was also compared

across the singing and the spceic}x
conditions, using mean values (cf-
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Figure 2). Two values were determined:
the first in an average pitch, not very far
from speech and the second, in a higher
pitch.

Notice the difference in formant
values between speech and singing
voice for /i/, regardless of the note on
which it was produced: F1 increases
slightly — due to the combined effect
of pitch and a slight aperture increase
— whereas F2 decreases — due
certainly to a slight lip rounding (sic).
Actually, around 20% of listeners
hesitated in recognizing /i/ and /y/ in the
high frequencies.

For vowel /e/, the strategy is to
increase both F1 and F2 thus attaining
values for /i/ in speech. The two vowels
are confused by 70% of the listeners in
the high frequencies.

Vowel /e/ has formant values diffe-
rent from those in speech as from the
onset of low frequencies, because F1 is
immediately superior while F2 starts
descending. It seems that this vowel
was slightly rounded since some
listeners perceived a timbre close to the
rounded vowel /ce/.

F1 for /a/ remains stable for quite a
while — up to around D 4 — with an
F2 lower than in speech. This vowel is
seemingly rounded in singing voice and
is perceived, in the high frequencies, as
faf or I3/ by 86% of listeners.

For /y/ the tendency is to increase F1
— provoked certainly by pitch increase
and by jaw lowering —, while F2 starts
lowering. Apparently, jaw lowering,
that is responsible for frequency

increase, also causes the unrounding of
the vowel.

CONCLUSION

It is clear that frequency variations
provoked modifications in the acoustic
structure of sung vowels. It is possible
to determine thresholds or progressive
steps beyond which formant distinction
and vowel recognition becomes diffi-
cult. Moreover, it was noticed that
vowel quality was somewhat different

Session. 10.3

ICPhS 95 Stockholm

across conditions. This is a general
tendency that is manifest on all vocal
exercises. All vowels are characterized
by an increase in F1, probably due to
the conjugated effect of pitch increase
and jaw lowering. Vowels /i, €, a/ seem
to undergo slight rounding while vowel
/y/ seems to lose some of its rounding
feature.
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Table 1. Reference values for formants in speech given in Hz.
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F1 F2 F3
i} 334 2627 3295
[e] 378 2317 3136
(€] 635 2109 3080
[a] 732 1727 2980
[yl 329 2021 2688
Table 2. Frequency thresholds
distinct acoustic imprecise acoustic
composition composition
i) up to A sharp 3 from A sharp 3 to E4
[yl uptoB3-C4 from B3 - C4to D4 -
D sharp 4
[e] up to G sharp 3 - A3 from A sharp 3 to D4
[e] up to A3 from A3 to C sharp 4
[al up to C sharp 4 - D4 rom C sharp 4 - D4 to E4
8 — e ——
— < = —
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Figure 1. Example of vocal exercises
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Figure 2. Formant values for speech and for singing voice.
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ABSTRACT

Teachers of singing recommend a
comfortably low position of the larynx in
singing. Some studies have corroborated a
low vertical larynx position (VLP) in
singers, whereas others have observed that
the larynx rises with pitch. In this study,
VLP was measured from roentgenograms
of singers producing a rising pitch series.
The roentgenological method permits the
measurement of several other variables in
addition to VLP, such as the sagittal
(anterior-posterior) movement and
position (SLP) of the larynx when singing.

LARYNX POSITION

Several factors affect larynx position:
anatomical differences, vital functions such
as breathing and swallowing, habitual
position and movements during speech
and singing. It is well known that larynx
position has an effect on vocal tract
resonances and on the biomechanical
properties of the vocal folds [1, 2].

Several studies on professional singers
have concluded that during singing the
larynx is in a low position irrespective of
pitch. For instance, in a roentgenological
study of singers of the Bolshoi ballet
Dngitrjev [3] observed relatively little
variation in larynx height (VLP) as a
function of pitch. He also observed a
connection between larynx height (related
to the cervical spine) and voice type. The
observations of Shipp [4] are similar. On
the other hand, Johansson, Sundberg and
Wilbrand {5] and Pabst and Sundberg (6]
report that the larynx rises with pitch at
least in some subjects, especially at higher
pitches. Measurements pertaining to this
Question will be presented in this paper.

Methodical limitations oft&n confine
the study of larynx movements to VLP
measurements. However, it is well-known
that the larynx can move in an anterior—
posterior (sagittal) direction as well. In this
paper we focus on biomechanical factors,
the exterior forces affecting the larynx,
which is a relatively elastic structure,
mainly consisting of cartilages, muscles
and connective tissue. Laryngeal joints are

not rigidly hinged, but allow gliding in
addition torotation, e.g. in the cricothyroid
Jjoint [7]. We study the vertical (superior-
inferior) and sagittal (anterior—posterior)
position of the larynx in relation to the
cervical spine and to the mandible; our
subjects are singers producing a series of
vowels spanning the musical range.

PROCEDURE

This study is a reanalysis of a data
corpus collected by Aatto Sonninen [8].
The corpusconsists of 12 singers (9 females
[sopranos and mezzo-sopranos] and 3
males [tenors and baritones]) as well asa
number of nonsingers (not reported here;
see [9]. The singers were of high national
orinternational level. Lateral spotroentgen-
ograms were taken as the subjects sustained
the vowel /a/ on an ascending scale. The
distance of the posterior superior part of
the cricoid cartilage (point ) was measured
along x and y coordinates defined by a
vertical line connecting the 2nd and 6th
cervical vertebra (dy, vertical lqrynx
position or VLP) and a horizontal line at
the 6th cervical vertebra perpendicular to
the vertical line (dx, sagittal larynx position,
SLP). In addition, we measured the distance
between the anterior—inferior part of the
thyroid cartilage (point C), the anterior-
inferior part of the hyoid bone (point B)
and the mandible (point A; plgced as
anterior as possible, in each subject a2
fixed distance from the 2nd cervical
vertebra); the measurement points can be
seen in Figure 3.

RESULTS B
There was considerable interinlelfiUﬂl
variation in the vertical and sagitta
measurements of singing a rising P‘zﬁ
series (see Figure 1): the medians fog th:
subjects’ VLP varied up to 40 mm a0 Ao
medians of SLP up to 15 mm. Figure 1 ;S
shows that the subjects diffec>d in VL -
compared to the zero point (the 6thcerv :
vertebra): in some subjects YLP is clefttr0¥
above zero (e.g. MV, JH), in Someb?ws
below zero (e.g. HN, AK). The S‘i ]has
also differed in SLP: MH in particuaf
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Figure 1. Vertical (dy) and sagittal (dx) position of larynx in female (three top .rows.) and
male (bottom row) singers in a rising pitch series. Arrows indicate general direction of

movement,

Twore anterior values than the others.
Flgl;(e 1 also shows the movement of
theposition of VLP and SLP as the subjects
produced sustained phonation at various
pitches (shown in the figure). The three top
tows descri.be female singers, the bottom
1w male singers. The movements of the
Posterior superior part of the cricoid
cartilage (point d) for female and male
:ngers appearnot todifferin any systematic
d:Y-_The over-all movements can be
scribed by 4 patterns (indicated with
Amows in the figure): (1) movement in the
lﬁ?‘ilenor—superior direction (subjects KS,
ire)y(_2)movx=,r‘nentinthe posterior—inferior
ectlon_(subject EL), (3) movement in
Mvarﬁxnor—supenor direction (subjects
zig-éa , MH, IR, LS) and (4) complex
i l%glng movement (subjects AK, LM,

is;;rzhe results of the measurements of the
leh“Ct’:S between the thyroid cartilage,
yoid bone and the mandible are not

described in detail here. However, by means
of selected examples (schematicized from
the roentgenograms) Figure 2 shows the
relation of the thyroid cartilage and the
hyoid bone to each other. Case A is a
textbook case. The other examples show
that the hyoid bone and the thyroid cartilage
can assume a wide variety of positions in
relation to each other. Case F is very
extreme: inrelation to the thyroid cartilage
the hyoid is very anterior and inferior.
Case F (subject IR) is shown in more detail
in Figure 3, showing the production of a
vowel at D#3, D#4, D#5 and C6. With
increasing pitch the hyoid bone moves in
an anterior and inferior position: however,
it can also be seen that the thyroid cartilage
moves in a superior and slightly anterior
direction. The extreme position 1s
accomplished by moving both the hyoid
bone (and the mandible) and the thyroid
cartilage.
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Figure 2. Various observed positions of
hyoid bone and thyroid cartilage.

DISCUSSION
VLP and SLP in singers

Some voice pedagogues claim that in
trained singers the larynx is not raised with
pitch, implying that individuals without
training or with insufficient training raise
their larynx with pitch. In our subjects we
see much variation between individuals:
we have evidence both for larynx-raising
with pitch and for nonraising (or even
lowering) at high pitches. However, our
data show that the larynx does not move
only along one dimension, up/down. There
is another dimension, forward and
backward. Figure 1 shows that singers use
4 strategies in positioning the larynx when
singing an ascending pitch series. One of
these strategies is mixed; the others can be
described as a result of three forces in
competition, pulling the larynx in an
anterior~superior (up and forward)
direction, in a posterior-superior direction
(up and backward) and in an inferior
direction (down). If these forces acting on
the larynx follow the principle of motor
equivalence [10], each contributing to
achieve a common goal, good singing
results. Larynx position is determined by
these three forces within the larger context

of the singer’s body posture and artistic
expression.
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VLP: Supported vs. Unsupported

We have recently published data on
VLP and a number of other variables in
singers producing supported and us-
supported singing on a variety of tasks
(low and high pitch, messadi voce, etc; see
[11]. Our data showed that VLP was
generally lower in supported voice as
compared to unsupported voice. VLP was
invariably lower in supported voice in 4
subjects out of 9, lower in the majority of
cases in 4 subjects and higher in 4 tasks out
of 5 in one subject. In all, VLP was lower
in supported voice than in unsupported
voice in 32 cases, about the same in 2 cases
and higher in 11 (n=45: 9 subjects and J
tasks). Thus, when asked to sing with
support and without support, one of the
means by which to differentiate voices is
VLP.

Hyoid Bone

Our measurements of the position of
the hyoid bone in relation to the thyroid
cartilage and mandible show that the
textbook conception (graph A in Figure2)
is limited and overly simplified. Real
constellations of these structures show
variation even to a surprising degree. From
abiomechanical point of view suchdiverse
behavior on the part of these structuresis
motivated: the extreme constellations
guarantee the vital function of air flow
when singing at extreme pitches (which
require extreme maneuvers in the larynge
region). A comparison of the laryngeal
behavior of subject IR in Figures 1-3shows
that drastic measures have been totakento
secure air flow: Figure 1 shows that IR’s
larynx moves in an anterior-superor
direction when singing an ascending pic
series, and graph F(=IR)in FigureZ(Wh}Ch
is asimplification of the rightmost drawing
in Figure 3) shows that the hyoid boneisin
an extremely anterior—inferior posiion
when singing at C6. Thus, during Singiné

Figure 3. Schematicized roentgenograms of subject IR singing at various pitches.
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thelarynx can sometimes rise considerably,
butitis still possible to sing (the air flow is
not obstructed). This is apparently accom-
plished by the controlled balance of the
three forces described above.

Methodical Considerations

The measurement procedure used in
this study compares favorably with the
Twin-Channel Electroglottograph of
Rothenberg [6, 11]. Our roentgenological
measurements give data that cannot be
obtained by means of the Rothenberg
method: we obtained data on the SLP in
addition to the VLP. We have shown that
there is more variation in VLP (up to 40
mm) than the amount that can be registered
by the Rothenberg method (maximum 20-
25 mm). Our method allows for inter-
individual comparison, whereas the
Rothenberg device needs individual
calibration and thus does not really allow
for interindividual comparison. On the
other hand, it is true that the use of X-rays
is limited and potentially dangerous,
whereas the Rothenberg system is
noninvasive (but does not work very well
on fat necks). The Rothenberg system is
also very accurate in registering time-
varying data, whereas roentgenological
measurements are necessarily more limited
inthe time domain.

CONCLUSION
!n our data the singers exhibit very
varied larynx positions when singing an
ascending pitch series. Some singers raise
the larynx with pitch, others do not — and
£ven more complex patterns occur. In our
opinion, many kinds of laryngeal
maneuvers (including larynx raising) are
possible when singing, as long as the forces
affecting the vocal folds are kept in balance.
0X position may be connected with
e chest-falsetto transition in singing (to
discussed in aforthcoming article by the
present authors and Erkki Vilkman).
o tlhl lsl inadequate to describe the position
. e larynx by VLP alone. In addition to
Wperior-inferior movement, the larynx also
m?lve§ 1N an anterior—posterior direction.
o r:l 11§ neededis an understanding of such
the Plicated movements: to know when
e Y are harmfuvl, and when they are
ccessary for achieving a certain goal (in
Piich or vocal quality).
vaguzrycngeal tension — which in itself is a
o foncepl — 18 often regarded as a
Ot poor performance [12]. To relieve
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such tension, it would be desirable to
understand the forces operating on the
larynx, both internal and external. It may
be useful to massage the neck area in
general, but a more detailed analysis of the
contribution of external muscles to
laryngeal movements would helpin getting
to the root of voice problems.
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SPECTRAL MEASUREMENT OF VOICE QUALITY IN
OPERA SINGERS : THE CASE OF GRUBEROVA

Tom Johnstone and Klaus Scherer
University of Geneva

ABSTRACT

Excerpts from different recordings of
the cadenza in Ardi gli incensi from
Donizetti's opera Lucia di Lammermoor
as sung by Gruberova are acoustically
analyzed to determine the nature of higher
frequency energy and higher formant
structure (in particular the presence or ab-
sence of a singer's formant) particular to
this singer. In light of the results, the role
played by these acoustic features in the
expression of emotion in opera singing is
discussed.

INTRODUCTION

In a recent study, Siegwart and
Scherer (1995) acoustically analyzed two
excerpts from the cadenza in Ardi gli in-
censi from Donizetti's opera Lucia di
Lammermoor as sung by five famous so-
pranos (del Monte, Callas, Scotto,
Sutherland, Gruberova). The acoustic pa-
rameters measured were correlated with
preference and emotional expression
Jjudgments, based on pairwise compar-
isons, made by a group of experienced
listener-judges. In addition to showing
major differences in the voice quality of
the five dive studied, the acoustic
parameters suggested which vocal cues
affect  listener judgments. Two
component  scores, based on a
dimensional analysis of the acoustic
parameters, predicted 84% of the
variance in the preference ratings.

The results showed that Gruberova's
rendering of the cadenza was generally
Preferred and thought to express more

tender passion” and "sadness" than the
other singers by the judges in this study.
Acoustically, Gruberova's voice was
markedly different from all the other
singers, showing lower energy in a pre-
dicted singer's formant band and stronger
high frequency energy components in the
spectrum. Her voice was like that of
$ulherlangi and Callas in being character-
ized by high energy in the FO band and
little variation in lower frequency peaks.

Reviewers of the above study raised
the possibility that the strong higher fre-
quency energy measured for Gruberova

(which might have affected the judges
ratings) could be due to the sound engi-
neers' selective boosting of specific fre-
quency bands. To study this possibility,
we recorded the two excerpts of the ca
denza live in Gruberova's dressing room
before a performance of Lucia at the
Zurich opera, having obtained the artists
cooperation for this study. In this paper
we compare the acoustic analyses for this
recording with several professional
recordings - a new CD recording and a
radio broadcast from a concert hall, in
addition to the cassette recording used in
the earlier study. The recording of
Sutherland (1971 CD) from the ongina
study is also included for comparative
purposes.

This paper reports the acoustic results
and reviews the role of the higher fre-
quency spectral energy bands and the
singer's formant for the expression of
emotion in speech and singing.

METHOD

Gruberova's rendering of the w0
lines of the Lucia cadenza studied in this
research were recorded in her dressing
room using a Sony TCD-D3 DAT
recorder. The prerecorded samples cor
sisted of a 1984 EMI cassette, a 192
Teldec CD, and a recent live radio
recording. The recordings were digitized
using a Kay CSL 4300B specch station d
20kHz sampling rate. An optimal
recording level was chosen for each
sound recording. This did not affect the
subsequent analyses, as the spectral me&
surements of intensity were all normet
ized with respect to the total intensity 0
each recording.

RESULTS ) ,
Analysis of the digitized r.ecordmgs
paralleled that used in the original stu )’
[1]. A 128 point long term average spec
trum was calculated for the full duratio?
of each of the digitized recordings. 1‘5
spectrum was used to calculate the 1€ a(-)
tive amount of energy present i the tw
frequency bands measured in the O{Itgll"Lhe
study (Table 1, rows 1 and 2). Wit
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exception of the CD recording, the en-
ergy in the high frequency band (3500 to
10000 Hz.) is higher in the Gruberova
recordings than in the recording of
Sutherland (Figure 1). )

The CSL LPC formant tracking pro-
gram was then applied to each recording,
yielding means and standard deviations
of the frequencies of tracked formants
(Table 1, rows 4 to 7). The figures for
the fourth tracked formant are included
foc purposes of comparison with the data
from the original study. The figures per-
taining to this formant should be regarded
with some caution however, as the for-
mant was not consistently identified by
the tracking algorithm and the number of
valid samples varied substantially be-
tween the different recordings.

The formant figures also show general
agreement  with the original ~study.
Specifically, the recordings of Gruberova
consistently show a third formant located
at a higher frequency than that of
Sutherland. The recordings of Gruberova
also have a higher standard deviation of
the fourth formant than the Sutherland
recording, as in [1]. Contrary to the pre-
vious study however, there was no sig-
nificant difference between the two
singers in the mean positions of the
fourth formant.

An examination of the relationship
between the different measured parame-
ters can help determine the nature of the
measured  high  frequency  energy.
Correlations were calculated between the
two formant frequencies and the energy
inthe first two frequency bands. It was
found that the frequency of the third peak
correlates strongly with the amount of
energy in the spectrum above 3500 Hz
(Pearson's r = 0.97). Examination of the
long term average spectrum for the five
recordings indicates that the amplitude
decreases sharply above 4500 Hz., indi-
tating that energy in this region does not
contribute substantially to the high fre-
quency band measured. Thus it would
seem that the large amount of high fre-
fuency energy in the Gruberova record-
gs is due to the higher frequency posi-
llon of the third spectral peak. This was
§0nﬁnned by measuring the energy in the
(}elqglency range from 3500 to 4500 Hz.
recd 15{ I, row 3). All the Gruberova
onrings were characterized by more

©1gy in this band than the recording of
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Sutherland. Importantly, Sutherland's
(and the other Dive studied in [1]) third
formant is located under the 3500 Hz.
cutoff for the two measured high fre-
quency bands.

An examination of spectrograms can
be used to better understand the nature of
the formant structure in the different
recordings. Figure 2 shows the spectro-
grams for the live recording of
Gruberova and the recording of
Sutherland (only one spectrogram of
Gruberova is displayed here, although
spectrograms of the other Gruberova
recordings were very similar, showing
concentrations of energy in the same re-
gions). The spectrograms reveal quite a
different spectral energy distribution for
Gruberova as compared to Sutherland.
Gruberova shows a concentration of en-
ergy in two closely spaced bands be-
tween 2900 and 4100 Hz., with relatively
low energy in the 1500 to 2500 Hz.
range. In comparison, Sutherland shows
a more constant spectral slope, with three
bands or reducing energy located be-
tween 1500 and 3900 Hz. It is also ap-
parent that the automatic formant tracking
program was not able to distinguish be-
tween the third and fourth formants of
both singers, thus compounding the two
into one measured formant track (the
third formant as given in Table 1, rows 4
and 5).

DISCUSSION

The original purpose of this study was
to determine whether or not the presence
of more high frequency energy and
higher frequency peaks in recordings of
Gruberova was due to recording artifacts
or manipulation by sound engineers. By
analyzing three new recordings, 1pcluq-
ing one taken directly in the singer's
dressing room, it has beep shown that the
high frequency energy is indeed a charac-
teristic of Gruberova's singing itself.
More specifically, long term spectra of all
Gruberova recordings displayed a high
energy region between 2900 and 4100
Hz. This region appears due to the clus-
tering of the third and fourth formants. In
contrast, the recording of _Suther]and
lacks such a high energy region and the
formants appear at lower frequencies.

An explanation of the high energy re-
gion in the recordings of 'Grul?erova
might be the presence of a singer's for-
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Table 1. Acoustic analysis results for the five recordings . Rows 1-3 are given in dp,
normalized with respect to overall intensity. Rows 3-7 are given in Hertz.

Gruberova Sutherland
Cassette Live CD Radio CD
Singers Formant -36 -46 -32 -36 -36
3500-10000 Hz. -28 -32 -36 -27 -36
3500-4500 Hz. -29 -32 -32 -27 -38
Peak 3 Mean 3779 3618 3546 3797 3443
Peak 3 Std. Dev. 236 399 321 229 355
Peak 4 Mean 4982 4826 5427 4934 5320
Peak 4 Std. Dev. 1640 1253 1981 1427 403
T
8
é -
o1
1000 2000 3000 4000 5000
Frequency (Hz.)

Figure 1. Average spectra for Sutherland (broken line) and live recording of Gruberova

(solid line). The spectra are normailized to overall intensity.
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Figure 2. Normalized spectrograms of Sutherland (top) and Gruberova ( bottom).
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mant centred at about 3600 Hz. As dis-
cussed in [2], the singer's formant is not
a single formant as such, but rather a
clustering of formants around a predicted
frequency of about 3000 Hz (in sopra-
nos). When clustered sufficiently closely,
individual formants tend to reinforce each
other, leading to a spectral region with
increased overall resonance. In the case
of soprano singing, the partials are
spaced widely apart, which makes the
exact positions of the formants relative to
the partials crucial.

Whilst most sopranos may be able to
vary the formants to follow the positions
of the harmonics, the way in which this
is done may vary between singers. Thus
some singers might raise the fourth for-
mant in order to make it coincide with a
harmonic, thus separating it from the
lower formants, which typically might
drop ({2}, pp. 125-129). Such a separa-
tion of third and fourth formants, which
would prevent the development of a
singer's formant, would seem to be the
case with Sutherland. In the recordings
of Gruberova, however, the fourth for-
mant drops along with the third formant,
thus maintaining a close distance and al-
lowing the formants to reinforce. The
presence of a singer's formant will not
necessarily ensure high energy in that
region of the spectrum; the spectral drop-
off of the harmonics must also be suffi-
ciently gradual.

The question of whether sopranos
possess a singers formant has been dis-
cssed recently by Berndtsson and
Sundberg [3]. Berndtsson and Sundberg
compared the classification by trained
Judges of synthesized soprano voices for
various - manipulated singer's formant
positions. Also included in the study was
one recording resynthesized using the
omant positions from a professional
Soprano. The study found that perceived
quality of the synthesized voices in-
feased as the centre frequency of the
Singers formant increased. The record-
g resynthesized from the professional
SOprar_\o's formant positions was, how-
:;ﬁ{hé:dﬁzd as natural as the best of the

thesized recordin ite i
¥Singer's forpmane gs, despite its lack of
twe strong correlation found in [1]
een the proportion of energy above

- and judgments of emotional
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expressivity may well be due to the pres-
ence of a singer's formant at about
3600H;. This would fit well with the re-
sults using synthesized recordings in [3].
As that study only examined singer's
formant positions up to 3500 Hertz, it
was unclear whether even higher posi-
tions for the singer's formant might be
Jjudged even better. This study indicates
that perceived quality and expressivity
might continue to increase with an even
higher singer's formant. The finding in
[3] that the resynthesized recording with
no singer's formant was judged to be as
natural as the synthesized recordings
might have been due to the more natural
formant spacing, rather than the lack of a
singer's formant per se. The relative po-
sitions of the formants in relation to the
harmonic structure might be crucial to
perceived quality, and thus the synthe-
sized recordings using formant spacing
taken from baritones might have suffered
from their somewhat arbitrary relative
formant positions. As admitted by the
authors of that study, none of the
recordings in their study were judged as
being particularly natural.

Many of the conclusions drawn here
concerning higher frequency spectral re-
gions and the formant structure of sopra-
nos remains speculative. In particular, the
temporal changes to these features have
not been examined. It is clear that much
further empirical research is required in
order to better understand the processes
involved in emotional expression in
singing.
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EFFECT OF VOWEL MODIFICATION
ON THE PHONEMIC ACCURACY OF VOWELS
AND PALATALIZATION OF CONSONANTS
IN RUSSIAN VOCALIZED SPEECH

Ekaterina Oussilova
Moscow State University, Moscow, Russia

ABSTRACT

The study analyses the effect of vowel
modification, i.e. certain "colouring” of
the vocal sound, on the phonemic
accuracy of vowels and quantifies the
formant changes it causes for Russian
vowels. It is suggested that vowel
modification may have an impact on
palatalization of consonants. The results
of detailed experimental research show
that this hypothesis can be confirmed
with a certain degree of confidence.
However, the conclusion is that the
situation is not straightforward and study
of extensive additional material is
required to help form a more grounded
opinion.

INTRODUCTION
Vowel modification is generally
agreed to be a key feature of

professional operatic singing. It helps
achieve an even quality of vocal sound
throughout the singing registers, a
certain intensity of sound and is a means
of producing sounds with a certain
colour. Words commonly used as
synonyms of vowel modification are
"covering” or "darkening”". We believe,
however, that vowel modification is not
confined to covering, i.e. making sounds
more closed. Very often in singing a
vowel modification towards more open
sound can be perceived. ‘

Phonemic accuracy is pronunciation
of a sound in such a way that it can be
identified by listeners as a realization of
the intended phoneme, Lack of phonemic
accuracy is sometimes called "vowel
migration” towards a different phoneme

and in extreme cases can lead to vowel
alteration. See [1].

The consonant system of the Russian
language is characterized by a
correlation of palatalized / non-
palatalized consonants (otherwise known
as soft and hard respectively).
Palatalization is an auxiliary articulation
in the production of consonants and is
accomplished by raising the middle of
the tongue towards the roof of the
palate. Acoustically, palatalization is
chiefly manifested within transition
sectors between sounds by an [il-like
element. (See [2].) Vowels following
palatalized consonants are mor
"closed”.

An analysis of Russian speech in singing
carried out by the author has identi‘ﬁeda
considerable number of changes in the
quality of vowels, which can b
described as vowel alteration, and cass
of loss of palatalization I
"consonant+vowel"  syllables. We
noticed that these phenomena coincide
with vowel modification.

The purpose of this study Was o
investigate the relation between vowel
modification and phonemic accuracy o
vowels, to quantify the changes 1
migrating (altered) vowels and to analys
the effect of vowel modification on ¥
palatalization of consonants.

DESCRIPTION OF THE STUDY
For the subject of the study W chose
recordings of the singing of ™
celebrated Russian opera artists, bass
Fyodor Shalyapin and mezzo-sopram
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Yelena Obraztsova. The reasons for
selecting these singers’ phonations were
he internationally recognised excellence
of their performance and their (possibly
only known locally) particular attention
1o the role of words in singing. It was
dso considered beneficial to select a
male and a female singer in order to be
ble to cover a wider range of issues.
We used recordings of Russian and West
Furopean songs and arias performed by
Shalyapin as well as his recital of the
Nadson’s poem Ipéssr (Dreams)
selected from a collection of
12 recordings reissued by Melodia
Records in 1980 and a recording Yelena
Obraztsova.  Russian  Songs  and
Romances copyrighted Melodia 1982.
Although we are aware of the
influence that recording techniques can
have on sound, we believe the accuracy
of conveying phonetic parameters to be
sufficient for the purposes of this study.
For the identification of cases of lack
of phonemic accuracy of vowels (first
auditors’ session) from the above
described material, 90 samples were
selected for auditors’ and spectrographic
analysis. Most of the samples were open
syllables:
- 54 of them had the
"consonant + vowel";
- 30 had the structure "a group of
consonants + vowel";
- 6 were "consonant
consonant” syllables.
The stimuli included syllables where
vowel. a}teration was expected and those
con:ammg accurately conceived vowels,
O "pure” vowels presented in random
order,
( For the consonant palatalization study
hS::Omnd auditors’ session) the samples
€ Structure "vowel + consonant /
§roup of consonants + vowel".
groﬁll)ls (f?m%l?s were presented to 3
I were auditors Wlt_h 4 people in each.
e alsonatlve Russian spegkers, 10 of
degee 1 SII}OkC. ﬂ}lent English, 5 had a
inguistics, and almost none

structure

+ vowel +
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had any advanced training in music or
singing.

In the first session, auditors were
asked to write down in ordinary Russian
letters what they heard. In the second the
assignment was to circle the appropriate
word on answer sheets.

The results can be summarized as
follows.

Alterations of vowels were perceived
in situations of vowel modification of
both types ("more open” and "more
closed"). Identification of alteration was
considered valid when more than 60% of
the auditors registered a similar
alteration. "Closing" of vowels occurred
throughout the singers’ ranges and was
used for the purposes of bridging
registers and achieving the desired
intensity and colour. "More open”
vowels were used for giving the sounds
a brighter colour. The musical and
aesthetic sides of these phenomena are
beyond the scope of this article.

Phonetically, alterations towards
"more closed" sounds identified by the
auditors can be grouped as follows.
(The phonetic symbols of Russian sounds
we use are the same as those used by G
Fant [3]):

[o] > [ou] or [u]
Shalyapin - [mnoi} > [mnoui]
in the word combination
co MHOH (with me);
- [fs’0] > [fs’ou] in the
word Bcé€ (all);
Obraztsova - [t'ot’] > [t'out]
in 1BeréT (blooms);
-[to] > [ tou]
in yToO, (what).
(el > il / [e]l > [
these alterations were found only in
Obraztsova’s singing:
- [’e] > [I'Q]
in mperecTHBH
(charming);
- [sv’e] > [sv'i]
in cerur (shines);
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- [el > 1]
in xe (a Russian
particle).

Alterations fa] > [o] were more rare.
One of the examples is:
Shalyapin - [pa] > [po] in
IoKOH (quiet).

Production of vowels of "brighter",
"more open” colour lead to the following
alterations:

o] > [a]
Shalyapin - [d’om]} > [d’oam]
in #gém (we go);
- [mr'om] > [mroam]
in ympém (we will die).
[u] > [o]
Obraztsova - [muz] > [moz]
in My (husband).
['o] > [¢]
Shalyapin - [jom] > [joem]
in moém (we sing).
le] > [a]
Obraztsova - [s’e] > [s’ea]
in cepanem (heart).

As can be noticed from the above
examples, alterations differ in their
consistency. In some of them a vowel is
simply replaced by another vowel, in
other cases the quality changes within
the duration of one vowel, thus
constituting diphthongs.

The diagram below summarizes vowel
alteration patterns:

“more closed” "more open"

[a] > [o] [o] > [a]
{o] > [u] [u] > [o]
[e] > i) ['o] > ['e]
fe] > 1] [e] > [a]

The second auditors’ session showed that
the loss of consonants’ palatalization is
more typical of Shalyapin's singing.
Some examples are:
[r'e] > [re] in pesrocrs (jealousy);
[ve] > [ve] in noseps (believe).

Some of the auditors perceived in
such cases as cepnr (sickle) a partial loss
of palatalization, which in Russian
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linguistic tradition is called "semi.
softness” and is indicated by the sign []:
[s’e] > [se]

It was noticed that loss of
palatalization of consonants occurred in
a position before more open (but not
altered) vowels.

Subsequently a
analysis of all
undertaken,

spectrographic
the samples was
including  syllables
containing  "pure"  vowels, altered
vowels, consonants retaining their
palatalization and the ‘"new hard"
consonants.

The experiments were performed at
the Research Centre of the Moscow State
Conservatoire. The sound signals were
analyzed with a Russian developed
software package "Signal Viewer".

A brief overview of the results
follows.

Production of more closed front
vowels causes raising of the second
formant (F2):
from 1500-1950 Hz for [’¢] to
1800-1950 Hz for [i].

When front vowels are given more
open colour, the second formant lowers:
from 1500-1700 Hz for [’¢] to 1350 Hz
for [’a]. )

Additional lip rounding and covering,
as in case of alteration of back vowels
[o] > [u] results in lowering of the
second formant: F2 = 650-800 Hz (]2
for a typical Russian [0] lies within the
range of 800-1000 Hz), whereas
spreading and increasing the degree of
mouth opening has the opposite effect on
the spectra of back vowels:

[o] > {a] - F2 = 1050 Hz )
(as compared with F2 for [0] mentionc
above). )

The spectrograms oOf syllables, 1B
which the auditors perceived 105s of, or
insufficient, palatalization, have shown
that the [i]-transitions are present (with
the exception of the syllable [stre]
Shalyapin’s recital of the poerirzne)d
However, these spectra are charact®

d
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by two other features that are of interest:

(@ the relative duration of transition
to the whole vowel in sung
syllables is much shorter than
that in spoken ones (40msec /
570msec and 40msec / 280msec
respectively);

() the vowels in the selected
syllables are more open than the
vowels that are found in speech
after "soft” consonants.

It is possible to conclude from the
above that the perceived loss of
palatalization is caused by the interaction
of the shorter than in speech relative
duration of transitions and more open
quality of the vowel caused by
modification.

However, this cannot be considered
the final solution. The lack of a
transition sector that was registered in
the spectrum of the [stre] syllable from
Shalyapin’s speech makes it possible that
be simply had problems pronouncing a
palatalized [r’]) sound (70% of cases of
loss of palatalization are with sound
[r']. This difficulty can be attributed to
the influence of a local dialect. Indeed,
there are Russian dialects in which [x]
sounds can only be hard. Such dialects
are spoken near the borders of Byelarus
ad in some Siberian areas but Shalyapin
dppears to have had no exposure to those
didlects. On the other hand, the
remaining 30% of sounds that lost their
softiess  should not be ignored.
Moreover, loss of palatalization by soft
tonsonants in pronunciation of opera
Singers has been described in the 1950s
b A Reformatsky [4] who attributed it
1 singers” affected manners. Phonations
of the examples he used cannot be
obained at present, which makes it
difficult to argue with his conclusions. It
dppears that only a considerable amount
of additional ~ material will allow

“nclusions to be drawn with a high
degree of certainty.
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CONCLUSIONS

This study has confirmed that lack of
phonemic accuracy of vowels in Russian
vocalized speech (including their
alteration) is indeed in some cases
caused by vowel modification. As a
result of this research exact changes of
the formant structure of modified vowels
have been registered. It is likely that
vowel modification, together with the
shorter relative duration of transition
sectors of vowels in singing, create an
auditory effect of loss of palatalization of
preceding consonants. However, this is
still largely a hypothesis and requires
further investigation.
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FACIAL EXPRESSIONS IN SINGING
(A Pilot Study)

Nicole Scotto Di Carlo and Isabelle Guaitella
Laboratoire Parole et Langage, URA. 261 CNRS, Aix-en-Provence, France

ABSTRACT

An experiment dealing with the reco-
gnition of emotions in speech and in
singing for two subject populations
(opera amateurs and non-amateurs) based
on visual, auditory, and audiovisual per-
ception tests was used to assess the re-
spective roles of the singer's voice and
facial expressions in the perception of
emotions produced by a professional so-
prano, and to determine how spectators
decode these emotions.

INTRODUCTION

How do opera singers manage to pro-
duce the physiological or functional facial
movements (required for emitting a given
sound) at the same time as they produce
the facial expressions (aimed at dis-
p]ayu}g the wide range of human feel-
ings) in order to reflect the emotions they
must transmit to the public? Do spec-
tators use a specific strategy to decode
the emotions expressed by lyrical artists?
Do they ignore the functional part of a
facial expression and focus their attention
solely on the expressive part? We de-
signed a pilot experiment that allowed us
not only to assess the respective roles of
the voice and the face in the perception of
emotions produced by a professional
soprano, but also to determine how spec-
tators decode these emotions.

EXPERIMENTAL PROCEDURE
Corpus

an 'i‘he sl(l)prano rgcruited had to be both

xcellent professional singer an

good actress. She was filmed ign an aie?
choic chamber using two synchronized
cameras so as to obtain simultaneous
profile and front view videotapes of her
face as she carried out a certain number
of tasks of Increasing complexity. For
the purposes of the present study, the
videofilms were used to extract a co’rpus
of the vowel {a], spoken and sung on Cy
(262 Hz) for the lower register, Cs (523
Hz) for the middle register, and Cq (1047
Hz) for the upper register, with four ba-
SIC emotions : joy, sorrow, fear and an-
ger (which taken two at 2 time:, can be

opposed along the activation/inhibition
dimension). The best sequences were
selected and the most characteristic pat
of the facial expression in each was
photographed from the videotape. This
gave us a corpus composed of both
sound sequences and photographs.

Testing

Tests were administered to two popu-
lations of subjects : 20 opera lovers who
regularly watch videotapes of lyric works
and 20 subjects with no particular interest
in the lyrical arts. Using a computer-
driven projection system, the slides used
in the visual tests were presented to the
subjects for four seconds. Testing was
done in three phases : (1) a solely visual
phase where the subjects had to judge
static images only (photographs), (2) &
purely auditory phase where they had to
judge sound sequences only, and (3) an
audiovisual phase which combined the
sound sequences and the static 1mages.

- Visual test. The visual test con-
sisted of two steps. In the first, the
subjects had to identify the emotions
expressed. In the second, they were told
what the emotion would be and had 0
assess its intensity. .

The first step (identification of emo-
tions) included two series, onc contaln-
ing real images where each face com
sponded to a given emotion and a givet
register (vowel [a] spoken and sung it
the lower, middle, and upper registers)
and one containing mixed images 'Whmt
the top and bottom of the face did nol
correspond to the same emotion. Joy W&
permuted with sorrow, and fear with a2
ger, always within the same register.

The second step (assessment of M-
tion intensity) consisted of three phasc;
In the first, the subjects' task was ,
choose the most expressive face outhg.
two simultaneously-presented real P
tographs, each reprcsemin_ g agiven cu}u(:
tion (of which the subjects werc‘n
formed) expressed in the lower
upper registers. In the secozlgiph:s"
two photographs represen A
cmotli)on (fgr:in, of which the subjests
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re informed) expressed in the lower
:/ncd upper registers, but thns.umc the two
halves of the faces were 1nte_rchanged
across the lower and upper registers. For
example, & top half (}ower regis-
terybottom half (upper register) face had
1o be compared with a top half (upper
register)/bottom half (lower register)
face. The third phase dealt solely with
emotions expressed in the spoken voice.
For each emotion, the subjects had to
select the face they felt was the most ex-
pressive among three simultaneously
presented photographs, one of a real face
and two of reconstructed faces made
from two right halves and two left
halves.

- Auditory test. The subjects’ task
was to identify the emotions by listening
to two series of randomly mounted
sound sequences containing the vowel
(a] spoken and sung in the three regis-
ters.

- Audiovisual test. The subjects had to
identify the various emotions by looking
at photographs of real faces on which
each facial expression corresponded to a
given emotion and a given register
(vowel [a] spoken and sung in the lower,
middle, and upper registers) while
listening to the corresponding synchro-
nized sound sequences.

RESULTS
Soprano's Morphological Features

- Expressivity index. The soprano
who volunteered for this experiment has
arelatively symmetrical face. Because of
this, her right side was judged to be as
expressive as her left side (36% and
31%, respectively) for all emotions.

It is interesting to note that, for all
emotions pooled, the real face was jud-
8¢d 1o be expressive by only 24% of the
subjects, It appears as though joining
Woright halves and two left halves rein-
forces the facial symmetry, making the
mixed faces more expressive.

For sorrow, fear, and anger, the faces
made up of two left halves were consid-
¢red by the greatest number of subjects
(49%) 1o be the most representative of
the emotion in question (compared to the
rel face and the face made up of two
right halves). These results are consistent
¥ith those obtained in an experiment by
ackheim and Gur [1], where the emo-
bon in faces composed of two left halves
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was judged to be more intense than in
faces composed of two right halves. For
joy, the right side was judged to be more
expressive by 50% of our subjects, a
finding which is in line with Bruyer’s [2]
theory that the left hemisphere is in-
volved in the expression of pleasant emo-
tions.

- Within-register salience index. For
all subjects and emotions pooled, when
joy and sorrow or fear and anger were
mixed within a given register, the bottom
of the face clearly dominated in speech
(B =54% and T =32%), whereas this
effect was not as pronounced in singing
(B=37% and T =32%). Moreover,
the differences between the top and bot-
tom of the face gradually decreased from
the lower register to the upper register
(lower : T/B =37/43; middle :
T/B = 33/37; upper : T/B =27/31),
probably because emotion information
becomes increasingly difficult to per-
ceive, making it necessary to use all
available cues regardless of whether they
are on the top or bottom of the face.

For all subjects and all registers
pooled, the bottom of the face dominated
for joy (T=13%, B= 58%) and
sorrow T =16%, B = 51%), whereas
the top dominated for fear (T = 36%,
B =18%) and anger (T= 61%,
B = 46%). These results partially cor-
roborate Bassili's [3) findings, whlc‘h
showed that the top part of the face is
used to detect anger; the bottom, joy,
sorrow, and disgust; and both parts, sur-
prise and fear.

Between-medium Comparisons
Regardless of the medium used
(sound, image, sound+image), the emo-
tions expressed in speech were }dcnuﬁcd
the best (83% vs. 56% for singing).
For all subjects, emotions, and regis-
ters pooled, sound was found to be the
poorest conveyor of information about
emotions (39%), whereas images at-
tained 74% and sound z}ccqmpan{ed by
images, 76%. The combination of image
and sound improved the score by 7
over images alone for the spoken vmc;
(1=88%, S+I=95%) and by 4
over singing in the lower register
(I1=72% and S+I= 76%). In contrast,
the scores were virtually the same 1n thg
middle (I =81% and S+] = 82%) an
upper (I1=53% and S+ = 54%) regis-
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ters. As the acoustic cues of emotion are
partially destroyed in these registers, al-
most no additional information 1s ppv1d-
ed by the sound. In the other registers,
the acoustic cues are added to the visual
cues and thereby contribute to improving
on. )

rec%g;x:ng the four basic emotions, for
all subjects, registers, and media com-
bined, sorrow (73%) and joy (72%)
were recognized the best. Then came fear
(54%), with anger in last place (53%).

Comparison of Lower and Upper
Registers .

- Between-register comparison of
expressivity. When subjects had to
choose the most expressive of two real
photographs representing the same emo-
tion in the lower and upper registers, the
lower register predominated at 50%, vs.
48% for the upper register. For the emo-
tions taken separately, the upper register
was judged to be more expressive for
joy, sorrow, and fear, while the lower
register was judged so for anger. This is
no doubt due to the wide buccal opening
in the upper register, which gives the im-
pression of a more intense emotion,
whether it be joy, sorrow, or fear. The
small buccal opening in the lower register
is more representative of anger, whose
main visual feature is the clenching of the
teeth.

- Between-register comparison of
salience. When for a given emotion, the
lower and upper registers were mixed to
obtain L/U and U/L pairs, the lower reg-
ister dominated in 55% of the cases. The
faces judged to be the most representative
of joy and sorrow were the U/L mixtures
(lower register on bottom of face). The
faces judged to be the most expressive of
fear and anger were the L/U mixtures
(lower register on top of face). This
confirms our previous results. The
dominance of the lower register can be
explained by the fact that, in the upper
register where all facial muscles are being
used to produce the sound, achieving
good vocal technique takes precedence
over expressing emotions.

Auditory Identification of
Emotions

At the auditory level, for all registers
and subjects pooled, the recognition rate
for sorrow was 56%, fear 38%, joy
33%, and anger 28%.
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In the upper register, for all subjects
pooled, joy was recognized the best
(48%). In contrast, none of the subjects
recognized sorrow (0%) : 45% thought it
was joy, 30% fear, and 23% anger. This
is most likely related to existing emotion-
al stereotypes. Joy, fear, and anger are
the three emotions which, when speak-
ing, the soprano produced in the upper
register (sometimes even in the upper-
upper register). It seems that joy is asso-
ciated with the upper register. Inversely,
one can hypothesize that the lower regis-
ter is associated with sorrow. If this hy-
pothesis is valid, not only should sorrow
be recognized better in the lower register
(which was indeed the case : '_73%) than
in the upper register (Q%). but joy shquld
be poorly recognized in the lower register
(which was also the case : 18%). Fear
and anger seem to follow the sorrow
pattern and are treated as “internalized
versions of the traditionally accepted
emotional stereotypes, with recognition
rates of 28% in the lower register and 8%
in the upper register for fear, and 38%in

the lower register and 13% in the upper
register for anger.

CONCLUSION

The face of the soprano who volun-
teered for this experiment has a mixed
salience index. This means that whethet
she is speaking or singing, the part of hc;
face which determines the recognition o
emotions depends on the emotion being
expressed : the top of the face dominates
for fear and anger, and the bottom do&l:l}-
nates for joy and sorrow. Moreovef, this
soprano has a neutral expressivity index.
In other words, the right side of her fa;;e
is judged to be as expressive as the 1fe 1,
probably due to the regularity of her fea-
tures. )

Regardless of the medium, .thc :tfl_::-d
tions expressed in speech were ident!
better than those expressed in singing.
The visual medium was the best, whe_re;
as sound was a poor vehicle of emotio
information. The combination of wl:ﬂm
and image led to a slight provegluc(ﬂdid
emotion recognition in speech, | oy
notmmouttobeveryeffecﬂvc‘lgotmgc
ing, where the partly destroyed o

emotion cues arc unable to Supply
additional information. .

For the visual lSpectof(hlsm-‘dYgd';

emotions ex in the upper regh
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appear as a whole to be overridden by
those expressed in the lower register,
judged to be more expressive. This find-
ing is not surprising in that the entire
facial musculature is involved in upper
register emissions, which jeopardizes the
expression of emotions. However, the
upper register appears to be considered
more expressive for joy, sorrow, and
fear, most likely because of the wide
buccal opening which reinforces the in-
tensity of the emotion being expressed.
The lower register in turn is judged to be
more expressive for anger, no doubt due
to the fact that the narrower buccal open-
ing in the lower register corresponds
more closely to this emotion, generally
expressed by a set jaw.

For the auditory aspect of this study,
the emotion identified the best was sor-
row, although none of the subjects rec-
ognized it in the upper register where it
was mistaken for joy. Due to the exist-
ence of strong emotional stereotypes, joy
seems to be associated with the upper
register, and sorrow, with the lower reg-
ister. This accounts for the fact that sor-
row was not recognized in the upper reg-
ister and that joy was poorly identified in
the lower register.

In summary, for singing, the identifi-
cation of emotions and the assessment of
their intensity appears to be influenced by
parasitic phenomena related to their ex-
treme production conditions. For in-
stance, buccal opening plays a role in the
assessment of emotional intensity, which
1s judged to be greater when the mouth is
wide open (upper register) than when it
Is only slightly open (lower register).
Likewise, the fact that unconsciously,
most people associate joy with the upper
register and sorrow with the lower regis-
ter, has an impact on the recognition of
these emotions in the outer registers.

Wpcregs in speech, the recognition of
cmotions is not subject to any particular
production constraints, in singing the
constraints are great and are manifested
in the face by specific movements which
Interfere with the expression of emo-
tions. Due to this fact, emotions are only
correctly identified when the functional
and expressive movements are compat-
ible. In all other cases, the functional
movement takes precedence over the
¢motional expression, because even
when an opera singer is an excellent actor
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or actress, he or she cannot run the risk
of jeopardizing the quality of the sound
emitted in order to express an emotion or
afeeling.
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ABSTRACT
Vocal vibrato can be considered as
the result of pulsations in muscular
activity at the respiratory, laryngeal, and
supra-laryngeal levels. Sometimes, the
latter can be observed in singers as
thythmic movements of the entire larynx
and the pharyngeal wall. This will
influence formant frequencies and hence
the timbre of the sound. We investigated
whether  modulations of formant
frequencies can be observed in singing,
and how they relate to modulations of

the fundamental frequency.

INTRODUCTION

In singing, we often observe vibrato
as a modulation of the fundamental
frequency (F,), with a rate between 5
and 7 Hz. Several researchers report a
co-modulation of the activity of intrinsic
laryngeal muscles with F,, most notably
perhaps the cricothyroid muscle [1]. As
a second mechanism, rhythmic
pulsations of the respiratory muscles
resulting in modulations of the subglottal
sound pressure have been mentioned [21.
In addition, a co-modulation between F
and the activity of several supralaryngea?
muscles.has been found [3]. This co-
modulation, among others, influences
laryngca.l_ height, as can sometimes be
seen in video-stroboscopic images of the
pharyngeal cavity: the entire larynx, as
well as the pharyngeal wall, can be in
regular movement during singing. These
ﬁndmlgs indicate that vibrato is a
complex neuromuscular phenomenon
that affects all aspectsp of voice
product_mn. The precise coordination of
the various pulsated muscular actions is
still largely unknown.

the present investigation, we

concentrated on the acoustic effects of
vibrato as originating from a modulation
of the vibration frequency of the vocal
folds, and from a modulation* of the
volume of the pharyngeal cavity. First,
We Investigated whether a regular
variation of the volume of  the

pharyngeal cavity exists to an extent that
it can be measured as a modulation of
formant frequencies. Second, whether
there is a co-modulation between
formant frequencies and F,,.

In a stationary situation, relations
between vertical larynx positioning and
the singer's formant have been studied
theoretically and experimentally 4). The
main effects of a raised larynx were: (1)
a significant increase of F, in high front
vowels, (2) a raise in Fy and F, for open
vowels, (3) a raise in F3 and Fy. Similar
effects should be found during rapid
modulations of the larynx height.

METHODS

We used recordings of four
professional male singers (with 2
classification between bass and baritone)
who sang the vowels /a/, /i, i/, and /a(
at F, = 98 Hz in three conditions:
straight (none to little vibrato), normal,
and exaggerated vibrato, yielding a total
of 48 recordings. The recordings were
digitized at 20 kHz. For these singers,
we had the audio material available, but
no information on larynx movements.

We chose the low F, value of 98 Hz
to ensure a high accuracy of the Fy
measurement (peak picking algorithm 1
the time domain). For formant frequency
measurements, we first downsamp
the data from 20 kHz to 10 kHz be%%rje
performing an LPC-12 analysis. z
was done to increase the accuracy ¢ b
formant frequency measurement 'ony
focussing on the 0-5 kHz spectral e8! b

Still, LPC procedures tend 1 'cs
sensitive to the distribution of hannomm
(and hence to F,). Because there .
various factors that influence the ¥ "
of computed formant frequencxefs, ot
give a formal description of thes ?C :
to facilitate the interpretation O
results.
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MODELLING F, AND FORMANT
FREQUENCY MODULATION

We first make the assumption that
undulations in the activities of muscular
stuctures that have an effect on sound
production (respiratory, laryngeal, and
supralaryngeal structures) are
coordinated at a fairly central level, and
have identical rates. The acoustic
phenomena  associated with  these
centrally coordinated movements may
exhibit phase differences, however.

We combine the acoustic effects of
te puisated activity of respiratory
muscles, influencing the subglottal
pressure, and the internal laryngeal
muscles, influencing the tension of the
vocd folds, in a modulation of the
fundamental frequency F(t):

Fy(t) = F, + AF, sin(2nVt) M

in which F (t) is the time-varying value
of the fundamental frequency, F, is its
average value, AF, is the extent of the
frequency variation, and V is the vibrato
. This combination may be
considered a simplification, because
Interactions between modulating
Stbglottal pressure  and modulating
hryngeal muscular tension can be quite
%mplex. On the other hand, Fo(t)
tormally shows a regular pattern during
vibrato,

Ifthe laryngeal height modulates due
0 a vibratory activation of the supra-
layngeal muscles, this affects the length
Of the vocal tract as well as the volume
% the pharyngeal cavity. As a
tonsequence, the formant frequencies
¥ill also be modulated. There are two
:Sg:cls to consider here. First, a one-
V% model of the vocal tract would
%’fﬁdlCt that a raised larynx will result in
fcreased formant frequencies. However,
‘ ; actual effect may be more complex.

[\Sfe‘d, there may be a phase difference

. 0 larynx height modulation and

modulation ‘of the vibration
mg]‘t')?ﬂcy of the vocal folds. We
rmlned both effects into one phase
» &d described the modulation of

the center fi
ollows: Juency of a formant n as

Fi0=F, + AF, sin2nve + 9?9 @
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in which F, is the average formant
frequency, and AF, is the maximum
deviation of F,..

It follows ?rom equations (1) and (2)
that a co-modulation of F(t) and F(t)
may be observed with an unknown phase
difference.

Furthermore, we have to consider the
possibility that the LPC procedure used
to estimate the formants yielded
measurement errors. Ideally, we would
like to compute formant frequencies
independent of the harmonic structure.
However, this is not possible in practice.
In an extreme situation, for instance for
high-pitched vowels with F, > 500 Hz,
LPC analyses will result in formant
estimates that follow the frequencies of
the separate harmonics. Although this
artefact will be less outspoken for the
low F, value of 98 Hz that we used, we
cannot exclude the possibility that
computed formant frequencies to some

extent follow the fundamental
frequency:
F(t) =F, + AF, sin(21Vt) 3)

The resulting co-modulation of F(t)
and F(t) should be in phase. )

There is an additional interaction
between F,, and harmonics underlying a
formant. That is that the amplitude of
these harmonics will show a modulation
too: in phase with F, modulation along
the positive slope of a formant, in
counter-phase along a negative slope,
and with a rate that is twice the vibrato
rate of F, if the harmonic varies
symmetrica?]y around a formant
frequency [5]. If the LPC procedure does
not model this variation properly, the
estimated formant frequencies may show
the following types of modulations:

F.(t) =F, + AF, sin(2rVt)
F:Et; =F.- AF, sin(2nVt) @)
F,(t) = F, + AF, sin(4nVt)

The combined effects of larynx height
variation and formant measurement
artefacts related to F, the combination
of Eqgs. 2-4, may be rather complex. This
will have to be taken into account in the
interpretations of the results.
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RESULTS AND DISCUSSION

Vibrato rates of the 48 recordings
varied between 5 and 7 Hz. The average
extent of Fo-modulation frequencies
(maximal deviation from the average
value) for straight, normal, and
exaggerated vibrato was 1, 3, and 5.5%,
respectively. These are typical values
[6]. With exaggerated vibrato, however,
a maximum extent up to 10% (about 2
semitones) could be measured.

In several cases modulations in
formant frequencies were found, but the
results were of a highly variable nature
and difficult to generalize. There was a
tendency, however, for modulations to
be less present in the higher formants.
For this reason, we present a few
examples here to demonstrate several
types of co-modulation between F,, and

Figure 1 gives a clear example of
co-modulation of F and F;. The extent
of the modulation 1s 5.5% for F, and
6.0 % for F;. The correlation coeft%cienl
between F, and F; is .80. The close

390
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Figure 1. F, and F for the vowel /w/,
normal vibrato.
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correspondence between the two traces,
with almost equal relative extent, may
indicate an artefact of F| computation
that seems to follow the fourth
harmonic.

A complex pattern is shown in
Figure 2. This is an example of
exaggerated vibrato with an F-extent of
10%. Apart from modulations, there is a
gradual increase in the value of F
which can be explained by some
variation in articulation of /i/. The
superimposed modulations in F; have
and extent of 3%. First they are in
counter phase, later they have a double
rate. It can be seen that in the first par,
for the high F, values (104 Hz), the F
values meet the frequency of the thiré
harmonic (312 Hz), while for the low F;
values (85 Hz), the F; values meet the
fourth harmonic (340 hz). This gives a
strong suggestion of a computational
effect. We do not have an acceptable
interpretation for the last part with
double rate of modulation of F).

360
350
340
330

320

—» F1 - requency (Hz)

3i0

300

110
105
100
95
2

85

~» F0 - frequency (Hz)

80
0 100 200 300 400 500 600 700

~» time (ms)

Figure 2. F, and F for the vowel f,
exaggerated vibrato.
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Figure 3. F, and F; for the vowel /9/,
exaggerated vibrato.

_Figure 3 again shows exaggerated
vibrato, with an extent of 8.5%. The F,
trace is complex and best described as
two superimposed sinusoids, one with
the same rate and phase as the F,, and
one with a double rate. There is no
simple harmonic relationship between F,
and F that may provide an explanation
in terms of a computational effect for the
entire trace. We hypothesize the
following. The modulation with the
same rate as F, may be the result of
variation in the %eight of the larynx. To
explain the modulation at the double
rale, we note that the fifth harmonic
varies between 440 Hz and 500 Hz and
thus passes the actual formant frequency
In an almost symmetrical manner. Its
amplitude will therefore vary with twice
the F rate. As suggested earlier, the
computation of F| may follow this rate.

CONCLUSION

Although co-modulation between F,
and Fy can be measured in singing, an
Interpretation of these results is difficult.
Both a movement of the larynx and the
dependency on F, of the LPC-based
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computations of F; can explain the
results. More detailed investigations into
the  latter effect are needed.
Measurement of larynx height with
multichannel electro-glottography  [7]
may be of help in the interpretation of
acoustic data.
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THE IMPORTANCE OF DISABLED PHONATION IN B. BRITTEN'S
BILLY BUDD

Sibylle Vvater

Centre de phonétique expérimentale
Université de Genéve, Suisse

ABSTRACT

The purpose has been to show
by acoustical analysis the essen-
tial function of Billy Budd's (BB)
stammering in relation to the
structure, the main characters and
the intrinsic value of the opera.
Fabrice Raviola, baritone, who has
sung Donald's part in the late Ge-
nevan performance (March, 1994),
has provided us with live singing
of BB's stuttered articulation,
free of orchestral interferences.

1. THE CORE OF THE OPERA

_ The very heart of the work is
given by the instrumental leitmo-
tif that appears in Vere's pro-
logue,.underlined by a sustained
ppp trill. It becomes increasing-
1y strong and insisting when the

captain sings: There is always

some flaw in it,...some stammer

in _the divine speech. Just on the
extended final syllable of divine
before Vere attacks speech, the

clarinets play the theme that will
illustrate all of BB's fits. The
essence of Britten's drama is com
prised in this cell of music: thit
is the ambiguity between BB's hon-
esty, his helpfulness and the evil
which assails him from outside.‘BB
stammers whenever some outstanding
emotion is overwhelming him.

As to the trill, it is much
more extended than the short leit:
motif. It indicates BB's acute
sensitivity. When we hear it, his
psychophysical coherence is split-
ting up, all his being is shaken.
Any other character or happening
is than subordinated to the hero's
climaxes. While the tremolo sounds

#¢-lc song,
Engelsdied.

some stammer _
manch siemmein,

in the dJi- vine_ speech. !
selbst im Worr Gor - - tes.

Figure 1. BB, act 1, prologue, Vere, [1]-:5.
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. even indirectly, for instance,
when Claggert is acting his accu-
sation against BB - everything
gets uprooted and has to be reset.
Any configuration becomes possi-
ble and at the same time these shiv-
ers push BB to his fatal issue.

2. BB's DISABILITY ARTICULATES
THE OPERA

There are four crucial events
of BB's stammering:
1. near the beginning, when the
Master-at-Arms questions BB about
hisorigin (1,1) and the Tatter sings
They/ say —— I wasa.../ was a
vee Qevef Bees Bows deso/ Bonoe
a.../ ...a/ ...a/foundling /;

2. when BB sees Squeak rummaging

in his bag (I,3):

Hi! 4— You... a... 3.../ .../
cee = Aeof— = 8.2 Bee.f-Beae=/
Come out of that.-/;

3. when the Novice offers BB

money to set up mutiny (I,3):

Why for/ me? -/ - Why —— d'ye
think 1'd.../ - Ah-.../ A... A...
A...—— A... A...- / Dansker
old friend, glad - to/ see you.-/;

4, after Claggert's false accusa-
tion, just before BB carries out
his fatal stroke (1I,2):

Vere: Defend yourself! BB: /— /
dosir—a... [/ = d... [/ A...
3o/ = = 8ee/ = Qeee = Buo.=
.=~ - a...—/devil: - /.

By their placement, the intro-
duc@ory and the tragic final stam-
merings are particularly impor-
tant and more elaborate than the
other two. These intermediate
ones occur in relative proximity,
more or less half-way between the
two outstanding stutterings and
they are characterized by a light-
er structure. Linking in a wide
Span BB's debut and his exit,
they act as half-time trials.

3. PHONETIC AND MUSICAL SIMILARI-
TIES Of THE FOUR STUTTERS
ei%QSqus‘ the presence of the
is bTotlf in the orchestra, speech
sam ocked more or less on the
dme]VOWt?] (2] or [a] during qua-
. Ple time (4/4). This one may
Preceded (events 1 and 3) and
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followed (event 1) by 3/4 time but
it is basicly necessary, especial-
1y for Britten's various handlings
of syncopation,in order to shape
the stammers to the utmost. Qua-
druple time offers the ideal frame
to dislocate syllables by contra
tempi into jerks until speech is
rehabilitated and accompanied by
action. The lower and the upper
formants of [®/a] are “frozen" in
a compact display (Fig.3,4,6).Their
neutral acoustical profile, large-
1y rendered by quavers and semi-
quavers, assures optimal flexibil-
ity for rhythmical effects, cre-
scendos and decrescendos as well
as subtle instrumental and exter-
nal vocal interspersions (s. sec-
ond event).

4. PARTICULARITIES OF THE FOUR
EVENTS OF INHIBITED SPEECH

The First Event (I,1)

BB has just joyfully proclaimed:
But I can sing! The timpani under-
Tine the significant final word
with a foretelling tremolo. Three-
four time rules the firstmeasures
of stammering. In the middle of
the verb say, the tremolo sounds
again and a considerable extension
of the syllable begins to unbal-
ance BB's speech. Then, during a
syncopated pp stammer, 3/4 time
changes into 4/4 time. There follow
three decrescendo arsis guaver
stutters and another syncopated one.
The rests lengthen. The next two
stammers are contiguous, marking
despair by redundancy: the one is
a quaver, the other moves 1nt9 a
contra tempo, stopping dead like
a hiccup. After a last cr:escendo
arsis stammer, 3/4 time is reset
and a quickly fired _d1'scharge on
foundling (sfl [) brings back flu=
ent speech.

As to the coherence of the op-
era, it is remarkable that at the
break of the antepenultimate stutter,
the Second Mate starts ‘s1ng1ng
Vere's statement T_*‘_‘EM
some flaw in them. shght varia-
tion). Thereisto be noticed, to0,
that the recovery of spgech pro-
gresses by rebounds. BB sings found- -
ling four times, unfolding the
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notion 1ike a precious find (Fig.5).

The Second Event (I,3)

For lack of space, we justwant
to compare the shortest and most
isolated stammer of the previous
happening (Fig.7) to the frontal
stammer reduction and its effect
of delay we find during the second
event (Fig.8). Between this reduced
stutter and the preceding one, Red
Whiskers and Dansker insert the
comment: He's a stammer!

The Third Event (I,3)

It is announced by a striking
expansion of the pronoun why which
breact]es the usual syllabic rates.
Rsyclglc and dramatic requirements
Justify the singing voice in trans-
gressing phonetic boundaries.

As to the stammering itself, com-
pared with the second happening, it
comprises similar frontal stutter
reduction by a preset rest, asso-
ciated with syncopation.

The Fatal Event (I1,2)

Falsely accused, BB is dumbfoun-
ded: his stammer rises from complete
nuteness. And immediately after his
fatal stroke, he is silent again. The
stutter is projected straightforward
without any preliminary or subse-
quent swell of syllables and words.

oreover, it is enacted in an ex-
tremely sharp-cut way: the longest
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stammer touches directly the short-
est and strongest discharge (Fig.9).

There is no further stutter in
the opera. The night before being
hanged, BB sings a highlymelodious
part which, as it progresses, be-
comes a testimony. It endswith the
repetition of brief phrases, a sort
of phrasal stammer, a far echo of
BB's severe inhibitions. Finally,
there is the inarticulated singing
of the choir.

5. CONCLUSION

BB's fits of aphasia are the fun-
damental knots of the musical drama.
They link the characters by their
acoustical, rhythmical and psychic
constituents and give the opera its
architecture and its symbolic dimen-
sion.

6. REFERENCES

[1] Britten, B., Forster, E.M.,
Crozier, E. (1985), Billy Budd, an
opera in two acts, opus 50, revised
version 1961, Londo, etc.: Boosey
& Hawkes.

{2] Boukobza, J.-F. et al. (1994),
“Billy Budd, Benjamin Britten",
L'Avant-scéne Opéra, no 158.

:r,l TN 1o
Figure 7. BB, I,1, first event, [1]:56.
RED AHISKERS
RED WHISKERS pm —tn
He's stam - mer! Hes up

W o

LI

Figure 8. BB, 1,3, second event, [1]:186.
v

irew

P
a 8

hay
Sy

S
g -

oy i

4 :
dev '
Teu et

Flgure 9. B8, 11,2, fourth event, [1]:414-415.



Vol. 1 Page 238 Session 10.10

ICPhS 95 Stockholn

IIOW DOES STUDYING INFLUENCE ONE’S VOICE QUALITy!

Allan Vurma and Tarmo Pajusaar
Estonian Academy of Music, Tallinn, Estonia
Einar Meister
Institute of Cybernetics, Tallinn, Estonia
Jaan Ross
Institute of Estonian Language, Tallinn, Estonia

ABSTRACT

Excerpts from voices of 42 students at
the Estonian Academy of Music, with
different length of their study, were
digitally recorded and acoustically
analyzed with respect to fundamental and
formant frequencies. It was found that
objective characteristics of a student’s
voice often does not meet accepted  because of higher sensitivity of the huma
standards of a good-quality opera voice. auditory system in the region specified
The level of the singer’s formant and the  above.
amplitude of frequency vibrato tend to The singer’s formant is considered to
increase systematically with the number  be an acquired skill. Its articulatory orighn
of years studied. is believed to be in lowering the larynxas

ideni d the
INTRODUCTION well as widening the pharynx an

Morgan cavities inside the larynx box
Formants are peaks of spectral i in clustering together the
envelope cavsed by the vocal tract . 4onq the 4th formants 1], The singe'
resonances. thle.the first two forr.na.nts formant is an important factor in te
are mpstly responsible for dlfferequauon perception of a singer’s voice category.
of different vowels, the function of Higher voices tend to have the singer’
higher formants is believed to influence formant at higher frequencies [2].
the voice color. The so-called singer’s

6 78 910

formant is a spectral peak a i
frequency region between 2500 and 300
Hz, observed predominantly in spectra of
male voices. It enables an opera singerto
be heard "over” the big symphony
orchestra because the spectral envelope of
orchestral sound decreases more rapidly
than that of a trained singer and alw

1 2 3 4 3

11213 41516 17180

. -
TR o R R e
] VS .. GRS I WS S D . G W .S B S

= —ﬂ--;-'-—.i-'-’-!-— -.’-'.

Bl samit - o6 wai-ki o - It Iw-levii - &  Bpi

Figure 1. The phrase from a song by Estonian composer Miina Harma, "Ei saa mite
vaiki olla”.

MATERIAL AND MEASUREMENTS

A seven-word phrase from the e
beginning of a well-known melody by  varied from 1 to 9 years. mediffaeﬂt
Estonian composer Miina Hirma (see  have been instructed by o
Fig. 1) was recorded three times: as  professors (total of 12). Reeord;{n%’m
sung in E minor or A minor, or as  made with a DAT recorder (SO

years studied before the recording ::j
different for individual students,

. i n
spoken, by 42 voice students (16 male  D3) and a microphone ML-19 in 8%
and 26 female) from the Estonian  with small reverberation. iy ol
Academy of Music. The duration of All recordings were subsequen
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by 4 experts (3 professional singers and  syllables were found.
1 musicologist) on two .scales. Tone RESULTS
quality and intonation purity were both For the voices studied, it was possible

o e ked 1o, determine e © disingush four diffrent shaps of the
ex . 3
category of voice (tenor, baritone, or Wm,‘l envelope in the region of the
bass for males, soprano or mezzo-  SNEST s formant, i.e. around 2.7 kHz (see
o for females) a singer should  Lig- 2): () aclearly pronounced triangle,
;’;{’r:n to, according to the recording (2) rise of the envelope which may result
l(i{fasm"ements wire made with a K.ay either in a rather flat maximum or in two
Elemetrics Company Computerized ~ ©3Ually strong peaks, (3) a small rise of
Speech Laboratory (CSL), with a the envelope with 3 to 5 equally strong
min rate of 16 kHz ’ For each  Peaks at the maximum (occurs mostly in
amp gl no-term avera.e spectra female singers), and (4) no clear leyel
singer,  long p 1004 € 'ns)p:vc ere  increase. Table 1 presents the following
(Hamming window, pot average data separately for 2 sexes, 2

computed for the whole phrases, and tonalitics. and 5 voice categories: singer’
, gories: singer’s
LPC (filter order of 16, frame length 15 formant frequency, its level, and the

ms, autocorrelation method) formant . .
L) normalized frequency distance between
histories as well as fundamental the 3rd and the 4th formants.

frequency fluctuations for the separate

SYSTEM _ DATA - VIEW - LINK . TAG .- SHOM . SPEAK ; ANALYZE © EDIT :. IPA MACROS . LOG . ..
pOOLTA 8< 32.24> [sE>LTA 8< 31.18>
3 3
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e Frequency (Hx) 5800 ] Fraquancy (Hx sSee8

Figure 2. Four different shapes of the singer’s formant: a triangle (I{JP lefi), a fla
maximum (top right), with no clear level increase (bottom left), and with a couple of
Smaller peaks (bottom right).

. Analysis of variance demonstrates formant by (1) the noma]iwddfretguerlcmy
influence on the level of the singer’s  distance between the 3rd and the

S
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formants (p <0.001), (2) the duration of
a singer’s vocal studies (p<0.01), and
(3) the singer’s sex (p<0.001). Greater
distance between the 3rd and the 4th
formants corresponds to smaller level of
the singer’s formant. The level increases
with the number of years studied: e.g.,
the average for female singers of 1 to 2
years of study is -20.5 dB with respect
to the highest peak in the spectrum, in
comparison to -15.6 dB for those of 7
and more years of study. The level is
generally 10 dB higher in male than in
female voices. Intrasex differences in the
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level are not significant.

The frequency of the singer’s forman
is significantly different in male ang
female voices (p<0.05). The singer's
formant tends to be higher in frequency,
higher is the voice, providing that g
mezzosoprano  follows a tenor in
ascending rank order. Intrasex differences
in the frequency, however, are not
significant. The expert ratings of the
voice quality sighificantly correlates
neither with the level nor the frequency of
the singer’s formant.

Table 1. Averaged data on the singer’s formant frequency (fm2, Hz), level (sform, dB),
and the normalized distance between the 3rd and the 4th formants [(F4-F3)/F3], with

Standard deviations (o).

key L | fm2 o sform 0 (F4-F3)/F3 7
fem E 26 13337 |569 |-18.4 35 38 6.2
fem A |26 [3065 |[560 |-18.4 | 3.7 43 63
mle |E 16 |2717 | 338 | -8.4 49 26 3.5
male | A 13 2732 |304 | 6.1 8.9 25 55
sopr | E 18 |3456 |572 |-17.7 34 39 6.1
sopr  |A |18 |3165 [s592 |-179 | 37 4 62 |
mezzo | E 8 3127 |sss |-200 | 3.4 36 48
mezzo | A 8 [2840 429 |-19.5 3.7 39 4.3
tnor | E 6 |2612 |33 [-10.1 | 75 27 63
tnor | A 6 12914 [359 | 62 |124 26 6.6
barit | E 6 (2734 |359 | -7.2 2.4 24 63
bt |A |5 |258s |158 | 5.0 | 5.6 24 54
tasso | E 4 12348 344 | 78 | 2.4 23 22
basso |A |3 |2ss2 |33 | 75 | 63 23 03

LPC formant hiStOf)’ analysis was
“?fdpluionﬁmndyinmdermye?mpam
differences between voice production
mmmaﬂdﬁnging.}lwmﬂ,
and resulting big frequency distances

between harmonics, the LPC analyss
results for lower formants wd ©

[CPHS 95 Stockholm

less in value than in speech. The most
pronounced differences between different
voice categories seem to be in F3 for
male speech (p<0.05) and in F5 for
female singing voices (p <0.05).

For the frequency vibrato, its rate and
amplitude have so far been measured for
two notes (syllables), nos. 5 and 19 (sce
Fig. 1). The vibrato rate varies from 4.8
t0 9.9 Hz for the investigated singers.
This variation across the singers is
considered too wide, as the normally
accepted limits of the vibrato rate are
between 5.5 and 7.5 Hz [3). Its large
variation for our subjects can be
understood as evidence about the
untrained nature of their voices. The
amplitude of vibrato was between 9 to
113 cents which, according to [3], is
within acceptable limits of up to 200
cents. There is a significant tendency for
the vibrato rate to increase with the
higher voice category (p <0.01) as well
as a significant tendency for the vibrato
amplitude to increase with the duration
of study (p<0.001). It is interesting to
notice that in comparing vibrato of voice
students at 4 different professors, those
studying at LT had the vibrato amplitude
almost twice as much as the rest of the
students (p <0.01).

As to experts’ recording-based
decisions about the students’ voice
category, the analysis of variance shows
significant dependence between the two
(p<0.001). Confusions may occur when
one and the same singer performs in the
lower (E minor) and the higher tonality
(A minor), and in the former case is
classified as a mezzosoprano but in the
latter case as a soprano.

DISCUSSION AND CONCLUSIONS
The present data show a tendency for
the singer’s formant to increase in level
as one"s vocal studies proceed. At the
fame time, however, we did not find
correlation between experts® ratings of
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the tone quality and the level of the
singer’s formant. In many cases, the
quality of a student’s voice did not meet
the standards of a good opera voice. The
diffuse peak in the spectrum
corresponding to the singer’s formant may
indicate certain inconsistency in voice
production technique.

It must be pointed out that male and
female singers must undertake different
amount of effort to concentrate energy at
the frequency of the singer’s formant.
Male voices tend to possess weaker
fundamental in their glottal signal than
female [3]. While in female singing
voices the fundamental tends to be
matched to the first formant, in male
voices there is a match rather between the
2nd or the 3rd harmonic and the first
formant. Consequently, there may be
problems of matching the singer’s formant
to a certain harmonic for female voices,
since the frequency distance between the
harmonics is more sparse there. The
strong fundamental may be characteristic
to female voices in general: it has been
claimed [4] that tenors deliberately bypass
the production of a strong fundamental in
order to avoid the female quality of their
voice.
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ABSTRACT

This article reports on research in
progress on the Emotion in Speech
project, funded by the UK ESRC and the
Ministry of Defence (project No.
R000235285). The ToBI transcription
system is used to represent prosodic
information. Additional layers have been
created to code emotional speech
according to the emotional lexicon,
affective  valence and  cognitive
appraisals. The aim is to produce a
database of fully labelled emotional
speech.

INTRODUCTION: THE PROJECT

The study of prosodic function in
relation to grammar and syntax is a well-
developed field, enjoying formalisms to
represent linguistic information which are
widely  agreed. The prosodic
characteristics of emotional speech are
less tractable, and there is little
agreement on the best method to analyse
emotional speech or, indeed, how best to
represent its specific features.

The Emotion In Speech project will
transcribe 20 hours of naturally occurring
emotional speech, eventually to be
available as a CD-ROM database. The
transcription system used to represent
prosody is ToBIL, devised by Silverman
et. al. [1]. As ToBI is a multi-tiered
system, we have created additional tiers
to incorporate emotional information.
The first four layers represent tones (tier
one), words (tier two), break indices (tier
three) and miscellaneous items, eg,
laughter (tier four). The fourth tier can
be usefi to represent a broader range of
prosodic and paralinguistic features than

has been used in ToBI so far. Our
coding system will be based on the work
of Crystal [2]. The remaining four layers
contain the emotional labels devised for
the project. The aim is to collate
multiple  characterisations of the
emotional response, ie, prosodic
features, judged emotion, lexical valency,
appraisal category and  cognitive
antecedents; analysis should be consistent
across levels. The resulting multi-layered
database will allow more formal
description of emotional speech, and
improved  understanding of the
relationship  between situation and
communication,

EMOTION IN SPEECH

Due to the practical difficulties in
obtaining records of naturally occurring
emotional expression, the majority of
data on emotion and its vocal correlates
comes from studies which have either
used actors [3], or have manipulated
speech in some way using a computer [4,
5].  While using actors to simulate
emotion may have methodologicd
advantages, this approach does raise
questions as to the ecological validity of
the data. Actor portrayals of emotions
may reproduce stereotypes [6] which
stress the obvious vocal cues but “miss
more subtle cues that further diﬂ'erenflats
discrete emotions in natural expression
[7). Williams & Stevens (8] compared
contrived and natural speech and'fouqd
the overall range of Fp to be wider It
contrived speech.

This approach also suffers from 8
simplistic and ambiguous labelling
method, e.g,, ‘say x as if you are feeling
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wgry/sad/happy etc.” which 1) neglects
individual differences in the interpretation
of verbal labels of emotion (the ‘basic
emotions” like anger, joy or fear can take
dfferent forms depending on the
gustion [7]), and 2) assumes that
emotions are experienced as discrete
psychological states whereas, in reality,
they predominantly occur in complex
blends [9]. _

It is important, then, that research on
the vocal expression of emotion uses
umples of speech which are as close to
natural speech as possible. In our
research, the primary source of data is
television and radio (e.g., documentary
programmes, talk/debate shows and
sports commentary), though we are also
secking other sources. It is also clear
that the coding will require a more
sophisticated model to represent the
varieties of emotional expression.

CODING EMOTIONAL SPEECH

In the psychological literature it is
possble to discern three  distinct
tpproaches to the categorisation of
emotion: 1) emotion labels (the affective
lexicon), e.g., anger, rage, grief, 2)
thstract dimensions of affect: i) valency
(pleasant/unpleasant feelings); ii) potency
(swong/weak feelings); iii) level of
ulivity or arousal; 3) cognitive
ypraisals/antecedents which produce the
emotional experience. Each of these
tpproaches is utilised in our coding
system.

The first layer (tier five in the
modified ToBI system) is being used to
re_cord the judgments of listeners. Judges
wil be given a list of emotion labels from
Which to select those most appropriate
and accurate in describing the emotion(s)
apressed. (A number of recent
Mhlications provide taxonomies of the
tmotion lexicon [10]).

The second layer (tier six) is being
Ued to code lexical valence. Osgood,
Saporta & Nunnally [11] use a technique
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referred to as  ‘evaluative assertion
analysis’ which involves rating particular
words or ‘common meaning phrases’
according to their valency and intensity.
Extremes of valency should increase with
emotionality of the source.  More
recently, Anderson & McMaster [12] and
Bestgen [13] have coded the lexical
valency of words and phrasal units to
determine the emotional tone of literary
documents. The occurrence of lexically
valenced words, along with their
frequency and intensity, provides a
measure of the emotional force of the
content.

Emotion labels can be notoriously
imprecise in representing emotional
states. It has been argued (Scherer [7])
that they are “rather unsuitable for the
scientific description of affective states,”
and that “future work should use a
conceptual system to describe emotional
states and their antecedents that is more
systematic than the natural language
taxonomy of emotions ... the state
referred to should be specified in terms of
its underlying process” (p.146). In this
respect, Ortony et. al. [14] provide a
model of emotional experience based
upon valenced reactions to events
(pleased/displeased), actions of agents
(approve/disapprove), ~ or  objects
(like/dislike). ~ Whether or not the
valenced reaction is actually experienced
as an emotion depends upon how intense
the reactions are.

This model forms the basis of our
third and fourth coding layers (tiers seven
and eight). For the third layer we are
using this model to identify the gel}e.ra.l
reference  category of  cognitive
appraisals, based on reactions to events,
agents or objects. For example,‘ lf an
event has occurred which the individual
is displeased about, we have ‘distress
emotions’; if the individual disapproves
of the actions of another person, we have
‘reproach emotions’.
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Figurel. Example of the coding system used in the Emotion in Speech project.

The fourth layer (tier eight) is
adapted from Waterman’s detailed
qualitative analysis of interview data [15,
16], based on the theoretical position of
Ortony et. al. [14]. From self-reports of
emotional responses to emotionally
loaded musical extracts, Waterman has
devised a classification system to code
cognitive antecedents of emotional
responses. It can be applied to appraisal
statements (ie, that imply some
reference to internalised representations)
that need not necessarily be emotional.
The purpose of the system is to inform
deduction about the type of emotion
being experienced by the speaker, and it
provides greater detail than the layer
above (the general reference category).
In practice, application of the coding
schen.\e is exhaustive for all possible
appraisal possibilities in a statement. The
system does not indicate actual emotion

type, only the possible emotions, given
the statement under examination.

An example of the coding system is
provided in Figure 1. In this examplelwe
can see how the four coding tiers
combine with the ToBI system o prov_:de
a multi-layered representation of emotion
in speech. The first coding layer (tier
five) provides emotion labels from the
affective lexicon provided by judges who
have listened to the speech. _On the
second layer we have two positive word
valences: relief, get better. The third
layer represents the speaker’s (}({gmﬂve
appraisals (reactions that elicit the
emotional expression), inferred from the
speech content. In this case we have the
potential emotional complex of: 0¥
emotions’, i.e., pleased about an event
(lexical tokens include: delighted, gt
happy, pleased); ‘happy-for emotions,
i.c., pleased about an event desxrnb,le.fOf
someone else; and ‘relief emotions’, 16,
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pleased about the disconfirmation of the
prospect of an undesirable event. Finally,
the fourth layer records every evidenced
gppraisal contained within the speech
content (and thus provides a more
detailed and comprehensive record of
sppraisals than the third, which simply
targets  particular valenced reactions
within the text).

The coding system will, then, provide
us with accurate emotion labels, the
vilenced direction of the emotion along
with its intensity, and a sophisticated
record of the possible emotions being
experienced by the speaker, inferred from
the appraisals evident within the verbal
content.
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ABSTRACT

From a nonsense utterance produced
expressing neutral state, surprise,
sadness, enthusiasm and anger the first
200 ms of the main stress carrying
syllable were played at equal loudness
to the listeners. Surprise, sadness and
anger were especially correctly
identified. As the differences in FO level
were artificially eliminated, neutrality,
surprise and anger were still identified
due to differences in intrasyllabic FQ
change and glottal waveform.,

INTRODUCTION

The aim of this experiment was to
study the perceptual relevance of
various speech variables, mainly that of
glottal variation in speech, although the
elimination of all other variables is in
practice very difficult. The speech
material was obtained from an earlier
study by Laukkanen et al. [1]. There
one male and two female subjects
produced a nonsense utterance "paappa
baappa paappa” simulating five
emotional states: neutral, surprise,
sadness, enthusiasm and anger. The
main stress was given to the underlined
syllable. The utterances were 64 - 100
% correctly identified in a listening test.
This utterance was chosen since oral
pr:.;sure dur;‘ng /g/]was used as an
esimate of subglottic pressure.
P_roductjon of emphatic sentegce stress
simulating various emotional states was
regarded as an ideal context to study
glottal variation in speech.
The results of the previous study
showed that the stressed syllable always
had a higher FO leve] than the other
syllqbles in the utterance. The
emotional states differed from each

other in terms of FO and SP level and
change in these parameters as the first
and the third (main stress carrying)
syllable of the utterance were compared
to each other. There was also significant
variation in the time based parameters
SQ and QOQ [2 and 3, respectively]
derived from the acoustically inverse
filtered signal. The results from a
variance analysis (GLIM) revealed that
the glottal wvariation was more
dependent on emotional state than on
FO and SP level alone. Thus the
perceptual role of these varous
parameters needed to be studied further.

MATERIALS AND METHODS

Test 1. The role of syllable length,
SPL and intersyllabic FO and SPL
change was eliminated by cutting only
the first 200 ms of the main stress
carrying (underlined) syllable ?f the
utterance "paappa paappa paappa” to b
evaluated. Test 2. The role of FO level
in the samples used in Test 1 .wag
eliminated by artificial pitc
modification. In both tests the sampk;
were evaluated by five students oa
speech science. They answered 111)1!
forced choice test, whether the syllables
expressed neutrality, surprise, sadness,
enthusiasm or anger. . .

Pitch was arﬁfg'lcially modlfied ustll?agt
a device specially dgmgned fcg .
purpose [4]. The function of the C\{lmc
is based on a digital circuitry for t
compression/expansion of the Voflih "
speech segments. The frequency 0
voiced segments of a signal is csn_ﬂ[l}ilout
and changed in real time w1mm X
affecting the signal length. nchfon ol
frequencies are  chang
simultaneously.
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Intrasyllabic FO and AO (period
amplitude) change and the success of
pich modification were studied by
calculating FO- and AQ curves from the
samples with a microcomputer based
signal analysis system ISA (Intelligent
Speech Analyser).

Glottal airflow waveform was
estimated from the acoustic signal by
the JAIF (lterative Adaptive Inverse
Filtering) method [5-6]. Using both
synthetic and natural speech the method
has been found to yield fairly reliable
estimates for voice sources of different
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fundamental frequencies and phonation
types [6].

RESULTS AND DISCUSSION

Figure 1 shows intrasyllabic FO and
A0 changes of the original samples and
Figure 2 the results of pitch
modification. Figure 3 shows examples
of inverse filtered signal waveforms
estimated from the part of the syllables
where FO had reached its maximum
value.
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Figure 1. Changes in FO and AO during the first 200 ms of v
main stress carrying syIIable Ipa:t. I = neutral state, Il = surprise, 1'” = sadness, le-
= enthusiasm, V' = anger. Subject B is male. Time scale is the same in ever())z samf si:v
dferences in the length of the FOIAQ-curves is due to the function of the FO analy
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Figwe 2. F0 ang AQ curves from the original and pitch modified syllables of Subject C

(female)

expressing (I1) surprise and (IV) enthusiasm.
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Figure 3. Inverse filtered signal in different samples of Subjects A, B (male) and C.
Horizontal axis: time, vertical axis: flow (on an arbitrary scale).

Table 1 shows the results of the listening
tests.

Table 1. Number of correct
identifications in two listening tests (1.
and 2.). Number of listeners = 5. In the
first test the first 200 ms of the main
stress carrying syllable Ipaal was used.
For the second test the same samples
were artificially modified in pitch so that
all FO differences between the samples
were eliminated. I = neutral state, Il =
surprise, Il = sadness, IV = enthusiasm,
V = anger. - = the sample could not be
modified.

Subject

emotion/test A B (male) C
Il 45 2/5 35
2. 45 0 4/5
Im. 35 55 45
2. /5 0 5/5
1. 15 45 45
2. 0 35 15

IV 1. 35 0 0

2. /5 0 0
Vi S5 5/5 345

2. 35 515 -

In the first listening test the
misidentifications were mainly due to
the fact that the neutral and sad types
were confused, likewise surprise and
cnxhu;nqsm or enthusiasm and anger.
The misidentifications might be based
on FO level, which was lowest in neutral
and sad samples and highest in the other
samples (Fig. 1). In the second test the

number of correct identifications
naturally dropped. The neutral samples
and those expressing anger were
identified best. The misidentifications
seemed to emanate from similarities in
FO contour: For Subject A neutral, sad
and enthusiastic samples with a falling
FO contour were all identified as neutral
Surprised samples of Subjects A and B
as well as the enthusiastic sample of
Subject B were misidentified as angry-
This may be attributable to the strongly
and quickly rising-falling FO contours it
the samples. For Subject B the sad
sample was misidentified as surprised,
possibly because of the slightly rising
contour at the beginning of the sample.
This, in turn, may be related to the fact
that Subject B seemed to express more
compassion than sorrow. For Subject C
the enthusiastic sample WS
misidentified as surprised, most
probably because of the similarly risig
FO contours. For Subject C the a{lgf(lj!
sample could not be pitch modifie
because of the very high FO and very
pressed voice quality in the orgind
sample. her
The subjects differed from eacho

in their strategies for expression
emotions. For example the fact thatble';
the case of Subjects A and B the num:
of correct identifications for SurRﬂsﬁ
dropped drastically through 'p“tc
modification but in the case of Subjce
contrastively the sample was 1 he
correctly identified despit® Ty
modification suggests that Subjects
and B expressed surprise especialy
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through FO level but Subject C in
contrast through intrasyllabic FO
contour,

A0 changes did not seem to have any
independent role in expression, they
merely reflected changes in FO. )

The most serious disadvantage in
pitch modification using this procedure
is the fact that in some cases the voice
quality becomes unnatural, since the
formant frequencies become changed
together with FO and since the digital
lime manipulation causes some
discontinuity of the signal sometimes
leading to a slightly clattering sound.
However, the results obtained in this
experiment were logical suggesting that
the quality in the samples was not too
much distorted. Furthermore, the pitch
modification related formant alteration
can be regarded as positive since it
climinates the possible role of formant
frequencies in the expression of
emotions.

From the bases of this experiment no
conclusions can be drawn on the role of
the pure glottal airflow waveform in the
identification of emotions in speech. The
inrasyllabic FO contour seems to have
great perceptual relevance; however, FO
contour naturally also includes dynamic
glottal waveform changes. The
observations made in this experiment
would suggest that voice quality in terms
of glottal waveform also had perceptual
rlevance: In the case of Subject A the
enthusiastic sample was by some
listeners misidentified as sad, which may
be due to the very breathy voice quality
in that sample. In the case of Subject C
the sad sample was confused almost
without exception with the neutral
umple, which may be due to the very
similar waveforms in both cases (in the
period of FQ maximum). In the case of
Subject B the FO contours in the sad and
angry samples were fairly similar;

OWever the samples were not
gznrceb[;lually confused, which most likely
vavel explained by the very different
e glrms in them (Fig. 3). However,
onle ¢ glottal waveform was studied
uncy a F0 maximum, it remains
o n,  whether the possible
samwlmce of voice quality in these
Wavl:fes Was related to the glottal
Synchrorm In general or to a pitch

onous change in it. Anyway, the
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results suggest that also in terms of
glottal variation there are individual
differences in the strategies for
expressing emotions: In these samples
Subject C seemed to use less glottal
variation and express more through FO
than Subjects A and B (see Figure 3).
The role of the glottal waveform in
conveying emotions needs to be studied
further.
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ABSTRACT

Emotional expression has been studied
using a technique in which automatic
preprocessing extracts key speech
features and statistical descriptions of
them are generated. Five broad types of
marker are found to distinguish among
passages - spectral balance, range of pitch
movement, timing of pitch movement,
timing of intensity changes, and intensity
distribution.

INTRODUCTION

There are many reasons for trying to
analyse the vocal expression of emotion
in objective and quantitative terms. It is a
natural extension of research on machine
speech to explore methods of recognising
and generating speech which is not
emotionally neutral [1]. Social and
behavioural studies could benefit from
reliable methods of measuring vocal signs
related to emotion. Clinical applications
also exist. Our own interest in the area
stems from one of these. Lack of
emotional expression in speech is
diagnostically important in schizophrenia
(2], but the absence of formal measures
in the area impedes refinement and
evaluation of diagnostic practices, as well
as leaving critical decisions to depend on
the ear of someone who need have no
particular aptitude for phonetics. We
studied markers of emotion in normal
speech as a necessary part of a project
concerned with that clinical problem.

The study uses a system called
ASSESS which is described more fully
elsewhere in these Proceedings [3]. It
extends earlier work on the statistical
giescnppon of speech [4]. The main
Innovation is that statistical description is
preceded by preprocessing which extracts
key features of the speech signal and
simple units associated with them.
ASSESS then generates an array of
approximately 400 statistics specifying
the attributes and variations of these
features.

METHOD
Speech sample
Passages were constructed to suggest
four emotions - fear, anger, sadness, and
happiness. A fifth, emotionally neutral
passage was used as a baseline. The
passages were of comparable lengths,
taking about 25-30 seconds each to read.
Speakers were 40 volunteers from the
Belfast area, 20 male and 20 female, aged
between 18 and 69. There was a broad
distribution of social status, and accents
represented a range of local types.
Subjects familiarised themselves with
the passages first and then read them
aloud using the emotional expression they
felt was appropriate. They were presented
in computer-generated random orders.
Recordings were digitised using 2
CED 1401 signal capture sysiem.
Sampling was at 20kHz, after low pass
filtering at 10kHz. System limitations
meant that files had to be entered it
sections of 7 seconds or less and I:ejOlﬂCd
at a later stage of processing. Splits wer
placed by hand within substantial pauses.

Acoustic analysis

ASSESS is based on standard
descriptors: the speech spectrum; Ihle
intensity contour; and the pitch contour. t
breaks these up into significant units
using techniques chosen for robustness
rather than elegance or precisioh
otherwise hand correction would be
essential. Contours are smoothed begf)r;
finding inflections, i.e. points al ¥ alrcts
volume or pitch stops nsing and st :
falling, or vice versa. Rises, falls, }?:)r
plateaux (periods of relatively flat pic bhen
intensity flanking an inflection) ar¢ "
found. Spectral information 18 useeasI
identify transitions which mark at o
roughly natural units. Four typiscks
considered - silences, sound b? o
tunes, and fricative bursts. Sound b ?icses
are defined by the way mtenSIL)]' o
after a silence, peaks, and falls to the 2y
silence. Tunes are defined by the ¥
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pitch rises and falls between silences long
enough to be considered pauses. Fricative
bursts are defined by the distribution and
amount of energy high in the spectrum.
Subspectra are formed for special types
of episode, fricative busts and peaks in
the intensity contour.

Properties and relationships of these
units are summarised in a battery of
statistics, primarily measures of midpoint
and spread, generally in parametric and
nonparametric forms (the latter are less
sensitive to occasional erratic data points).
Lines and curves are also fitted to specify
the shape of tunes and spectra.

ASSESS can estimate absolute
intensity by using a calibration signal with
aknown dB level. However in this study
no absolute referent was available, and
level was normalised by treating the first
file in a passage as a referent and setting
its median intensity at 60dB. This seems
unlikely to confound the results.

Statistical analysis

The basic statistical procedure was
analysis of variance followed by post hoc
comparison of group means using
Duncan'’s range test. Characteristics were
considered distinctive only if the overall
analysis of variance was significant with
p<0.05 and the emotional passage in
question contrasted with the neutral
passage with p<0.05. Passage was
treated as a between groups variable for
both tests. This is conservative, i.e. it is
likely to conceal real differences rather
lhan.generate spurious ones. Sex was
considered as a third variable in analyses
lnvplvmg_ pitch height, because otherwise
variance is inflated by sex differences and
effects of emotion are swamped.

RESULTS

There was wide range of differences
between passages - over 1/3 of the
Measures considered yielded significant
differences. The challenge is to reduce
these to a manageable set.

The largest set of differences reflect an
effect that distinguishes two broad groups
Ot passages: afraid, angry and happy on
¢ hand, sad and neutral on the other.
They involve intensity contrasts. It seems
2Pt 1o call the groups intensity marked and
1ntensity unmarked respectively.

Table 1 shows the main features of the

effect. Measures are in bold face if they
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are significantly different from the neutral
passage. The first two columns show
intensity measures for all points outside
pauses. These global measures are higher
for fear, anger and happiness than for sad
and neutral passages. However, intensity
marking is not a simple matter of
loudness. ASSESS reveals two types of
structure in it.

Table 1 : Selected intensity contrasts
between groups (normalised scale).

mean median peaks troughs
Anger 64.1161.57 66.87 59.97
Fear 63.6461.5166.45 59.57
Happiness 63.38 61.59 66.07 59.52
Sadness  62.42 60.32 65.10 59.12
Neutral  62.33 60.73 64.87 58.83
P 0.000 0.003 0.000 0.095

First, note that intensity is normalised.
Hence the first two columns do not mean
that the first three emotions are associated
with louder speech: it means that intensity
rises after the first few phrases. This may
be called a crescendo effect.

Second, note that the effect is more
marked with means than with medians.
That suggests it involves stretching in the
top end of the intensity distribution rather
than just a global upward shift. The
inference is confirmed by the last two
columns. The contrast in the level of
peaks in the intensity contour is even
more marked than the contrast in overall
mean. However, there is much less
contrast in the level of troughs (that is,
minima). It is not significant overall, and
the Duncan test shows only anger differs
significantly from the neutral passage.

There is a trend for silences to be
longer in the intensity marked passages,
which is just short of significance
(p=0.051) and most marked in anger.
This is consistent with the general pattern
of heightened dynamic contrast 1n the
intensity marked passages.

Several other features distinguish
intensity marked passages from the
neutral passage, and to a greater or lesser
extent distinguish them from each other.

Properties involving the duration of
intensity features may tend to signal
negative emotions: they do not affect
happiness, and they may affect sadness.
Table 2 summarises the data.
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The durations of amplitude movements
distinguish fear and anger from the
neutral passage again. Both have longer
median durations for both falls and riscs.
But in contrast to the crescendo and
intensity stretching effects, this effect is
stronger in fear than anger. Protracted
intensity falls also characterise sadness.
The durations of tuncs show a similar
pattern. Also broadly similar is a property
of intensity plateaux. The interquartile
range of their duration increases markedly
in fear and sadness, and less so in anger.

Table 2: Aspects of duration associated
with negative emotions (times in ms).

riscs falls tunes plateau
median median mean  IQR

Fear 82,35 84.8 1265 10.8
Anger  81.66 80.5 1252 10.2
Happiness 78.03 77.4 1404 8
Neutral 7850 77.2 1452 8
Sadness 77.28 81.4 1179 11
p 0.000 0.000 0.001 0.0

2
4
.0
06

The passages differ in the distribution
of encrgy across the spectrum, but few of
the effects are easy to interpret.

Most straightforwardly, all the
emotions are characterised by greater
variability in the duration of fricative
bursts (as mecasured by the standard
deviation) than the neutral passage.

A second clear effect involves anger.
Here the average spectrum for non-
fricative portions of speech has a high
midpoint. This is not surprising: it
parallels a well-known effect of tension
on spectral balance [5]. Conversely, the
sad passage gives a significantly lower
spectral midpoint than any of the intensity
marked passages - it is iower even than
the neutral passage.

Fricative bursts are associated with a
number of effects which seem paradoxical
at first sight. Anger is associated with
high average energy in fricative bursts,
but the average spectrum for slices
classed as fricative has a low mean and a
markedly negative slope. The implication
appears to be that the intensity associated
with frication is not rising as fast as the
intensity associated with the lower
spectrum. Fear and happiness are
dlsglnctlve in terms of the subspectrum
which shows variability in slices classed
as fricative. These too show markedly
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negative slopes, indicating relatively low
variability in the regions associated with
frication. The effects may be less to do
with frication than with raised variability
in the lower spectrum.

Two aspects of the pitch contour show
diffcrences - the distribution of pitch
height and the timing of pitch movement,

Passages do not differ significantly in
pitch height per se. However, they do
differ in its distribution. Again, the
differences which are clearly significant
fall into an orderly pattern. All of them
involve interquartile intervals, which can
be thought of as measures of the range a
measure usually occupies. When all piich
inflections are considered together, the
passage difference in interquartile interval
just reaches significance (F 4, 185=291,
p=0.023). Separating maxima and
minima shows a weak passage effect for
minima (F4, 185=2.74, p=0.03) and 2
much stronger one for maxima (F4, 185
=3.76, p=0.006). In all three cases,
range is widest for happiness and nearly
as wide for anger, with the lowest range
in the neutral passage. )

All the distinctive pitch duration
features arc associated with happiness.
Pitch plateaux are shorter in the happy
passages than elsewhere, and their
durations generally lie within a naower
range (as measured by the inter quartile
range). Conversely, pitch falls Jast longg
in the happy passage than in the peulr
one. This feature is shared with the sad
passage. Pitch rises are also sxgmﬁt;an[]l]y
faster in the happy passage .lhan {nmf;
neutral passage. The overall picture 5 zl
happiness involves pitch moveme
which is not only wide, but constant.

The outline of the findings can[hi
summarised in a table. This shows d;
each of the passages is distinguiste
several ways from any other.

Table 3: Summary of distinctions amo"8
passages

Afraid Angry Happy S
Intensity
* marking + o+t
eduration + + +
Spectrum -
* midpt & slope +
Pitch movement ‘
* range + s+t
* timing
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DISCUSSION

It has been pointed out that the corpus
of research on emotion in speech is not
large, and studies tend to agree only
partially among themselves [6]. Our main
claim for this study is that it demonstrates
the potential of an approach which may
be relevant to those problems.

One reason for not drawing stronger
conclusions lies in our speech sample.
The passages do generally convey the
emotions that they are meant to, but they
are of simulations of emotion, made by
people who have no expertise in
simulating it. An obvious need is to
obtain samples of genuinely emotional
speech. That presents both practical and
ethical difficulties, and it would also
aggravate a problem which is present in
this study, which is to distinguish effects
due to linguistic content from effects due
to emotion. It seems unlikely that the
strongest features we have noted are due
to linguistic content, but the possibility
should be acknowledged.

With that qualification, our data make
a simple point. Statistics which can be
extracted automatically and conveniently
do seem to distinguish emotional speech
episodes. They include statistics of a
higher order than the global measures of
mean and range which have been in use
for half a century [7],(8], and it scems
hkel){ that distinctions can be sharpened
by using these higher order measures.

A significant theoretical attraction of
reducing description at this level to
numbers routinely extracted is that it frees
Us 1o explore pattern at a different level.
We have noted that our passages are
distinguished by feature combinations,
and share features with each other. It is a
Nalural extension to conjecture that
dlfferept expressions of the same emotion
bear Similar relationships, with some
features in common, but not all. This
Suggests a geometric picture which is
amiliar in" research on automatic
Clmlﬁpahopz emotions may be thought of
:fhr5810n§ in a multidimensional space
of ere points (corresponding to episodes

speech) are positioned by the strength
of various attrib

utes.
Obvigﬁ‘”)’ apart, our approach has an
direcus Iiracucal attraction. It points quite
fﬂCOgn{gi I?wards ‘automatic methods of
Clear 1 g emotion in speech. It seems
that there are rather complex
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linguistic cues to emotion in speech [9],
and capturing them automatically remains
a long term project. However, using
essentially simple statistical techniques
seems a reasonably immediate prospect.

ACKNOWLEDGEMENT is due to Drs D
Sykes and C Cooper for statistical advice.
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PRAGMATIC PHONETICS: ACOUSTIC CORRELATES

Katherine Morton
University of Essex, Colchester, UK.

ABSTRACT
Within the general theory of linguistics,
pragmatics is concerned with describing the
intentions, attitudes and beliefs of the
speaker. Pragmatic phonetics itself is about
how speech production interprets the re-
quirement to communicate pragmatically
determined effects, and about how the per-
ceptual system is triggered by the acoustic
signal to invoke the appropriate reaction in
the listener. This paper examines the role of
the acoustic signal in this complex chain of
processes, and discusses how the system
might usefully be modelled.

SPEECH PRODUCTION THEORY

Phonetics has been primarily con-
cerned with modelling the physical
processes of speech production. Speech
production is usually associated with mo-
tor, acrodynamic and acoustic processes.
But phonetics also models speech percep-
tion, involving physical and cognitive
processes.

Modem theories of speech production
blur the distinction between cognitive and
physical processes [1] [2]. For example,
they do this in different ways: Articulatory
Phonology uses the gestural score formal-
ism to represent requirements in both
planning and execution: Cognitive Pho-
netics introduces cognitively driven
supervision of motor processes to explain
how some of the universal physical effects
of speech vary in a linguistically sensitive
way.

The rigid distinction between phonol-
ogy and phonetics made it difficult to
understand the effects of these phenom-
ena. Integration of cognitive and physical
descriptions at both the production and
perception levels of speech modelling is
essential if we want to examine pragmatic
phenomena in speech.

PRAGMATIC PHONETICS

Pragmatics can be thought of a an
extension of semantics [3); linguistic se-
mantics describes meaning and within
semantics, pragmatics attempts to explain
the interpretation of meaning in terms of
attitudes and belief structures. Pragmatic
phonetics models how the set of beliefs
and intentions available to human beings
become part of spoken language. It is con-
cerned with the expression and
interpretation (or production and percep-
tion) of intention, attitude and belief,
where these properties of the language ac
not directly expressed by choice of words
or word order in sentences, but by how e
utterance is said.

This claim means that there must b
different ways of speaking a parr.icula‘xr
sentence, and that the resulting acoustic
signals will trigger in the listener
awareness of the emotion, attitude of be-
lief which the speaker may be
communicating [4]. )

Additionally this communication may
not be voluntary, that is, under the con-
scious control of the speaker. For example,
a speaker might be so angry as to be unable
to suppress communicating that angci
though tone of voice, or s0 happy that ha
emotion cannot be suppressed- [

Pragmatic phonetics is therefore Qb‘ﬂii
triggering a listener response to 'S“m“d
over and above the usual phonological &
phonetic content of utterances (5116}

TONE OF VOICE T
Pragmatic Phonetics 15 being

oped for two reasons: _ y

e to characterize and explai® P"‘gm::h
cally derived effects 1 spe
production and perception, and e

e to simulate the acoustic effects
speech synthesis.
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It will be useful to have synthetic
speech able to convey an added dimension
of naturalness [7], but the simulation is
also being developed to test the model
itself. This rests on the assumption that it
is possible to capture the tone of voice
which triggers effects in the perceiver, and
that the information is in the acoustic sig-
nal. Two consequences of this model are
* we can link semantics and phonetics;

* we can model the humanness of dia-
logue.

Perceived variations in tone of voice
should be obvious and detectable as depar-
tures in the acoustic waveform from an
expected norm. It should be possible in
principle to identify and quantify these
changes. But there is considerable vari-
ability in speech waveforms and it has
proved difficult to separate out the vari-
ations associated with conveying
pragmatic effects from other variability
present in the waveform [8], introduced by
properties of the vocal tract and articula-
tors.

'Il is essential now to develop a compu-
tationally oriented model for synthesis. In
modelling spoken communication for dia-
logue systems, it is useful to distinguish
between two types of independently vary-
ingand independently sourced tone which
produce different types of pragmatic ef-
fect, This choice enables the explicit
Execution in speech of pragmatic markers
In speech. For a computational model to
operate, this arrangement requires a hier-
archical rather than linear organization.

L. Global tone of voice

actTo.ne of voice at the global level char-
erizes what is appropriate for the

overall dialogue situation. Here are some

ﬁ}amples from human/machine dialogue

Situations:

*hn an inquiry system about the weather
;h.e informant would ideally sound

. l:""‘?ly and confident of the facts.

aSituation warning of emergency the

;peaker needs to be simultaneously
m, confident and reassurin g.
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e In a dialogue as part of a computer
assisted teaching programme, the lis-
tener should be made to feel that the
speaker is being sympathetic as well as
instructive.

¢ In an aircraft cockpit dialogue informa-
tion system the pilot would expect the
synthetic speech heard to be confident,
clear and sometimes urgent, but never
sympathetic or admonishing.

Global tones form the background tier
for the pragmatic phonetic model. At this
point global tones such as those express-
ing anger or happiness can be modelled.
But more subtle attitudes, such as firmness
and confidence, might well need to be
modelled as the dialogue unfolds. In hu-
man dialogue there is a requirement to
respond to pragmatic changes; the lis-
tener’s perception varies as the context
develops.

These changes can be characterized in
another level superimposed on the global
tone of voice, called local tone of voice.

2. Local tone of voice
Local tone of voice varies according to

specific short term requirements during
the unfolding dialogue. A speaker might
be aware of a listener’s changing levels of
understanding while something is being
explained and react accordingly with short
term changes of style. As a specific exam-
ple:

e A teacher needs to sound firm yet pa-
tient during the short term explanation
of some point within a wider context.

e In the aircraft cockpit the computer’s
global firm and confident tone might be
modified by encouraging and patient
instructions if the pilot fails to under-
stand an explanation or course of action.

3. The overall model

Tone of voice execution is modelled as
a layered process. Execution begins with
a neutral tone which might never be acous-
tically realized — an abstract
representation of tone. This is the tone of
‘neutral’ phonology or the tone of a syn-
thesis system implementing only a basic
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language model, and is intended only for
conveying plain messages.

Global tone is a specific long term
modification of the abstract neutral tone.
It is contextually determined by general
pragmatic considerations deriving from
the speaker.

Local tone comprizes specific short
term overlays on global tone. It is contex-
tually determined either by the changing
nature of the semantics or pragmatics be-
ing communicated or by feedback
conceming listener reaction. Local tone is
superimposed on the global tone as the
dialogue develops.

Both types of tone are generated by
markers arising within the language model
framework. Global markers are generated
initially are only exceptionally updated,
whereas local markers are repeatedly gen-
erated, updated or changed.

This framework is intended to relate
observations of pragmatic effects in
speech, to provide for a source for these
effects (the pragmatic component in the
language model), and will eventually set
out the production and perceptual proc-
esses involved.

THE ACOUSTIC DATA

The acoustic data relating to pragmatic
effects in speech is extremely difficult to
obtain. It is not the intention of this paper
to list acoustic correlates of particular
pragmatic effects, but under this heading
to account for some of the difficulties re-
searchers face.

The biggest problem facing analysis of
the acoustic signal is noise, that is, un-
waptcd spt:,ech signal — not background
nois¢ against which the waveform is
beard. The point here is that the variations
1mpf)scd on the speech signal by prag-
matic effects are buried in the natural
variability associated with speech signals.
l'Jnfortunatcly itis not obvious which par-
txcu'lar variation on any one occasion
derives from the pragmatic marker —
variability from many different sources is
a basic characterisation of speech,
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The problem is knowing what aspects
of the variability are generated by prag-
matically derived intentions and what
aspects result from other sources. It was
for this reason, for example, that data re-
duction was attempted using an artificial
neural network paradigm [9] and a two-ps-
rameter (f0 and syllable durations)model
to determine the associative relationship
between pragmatic markers, abstract pro-
sodic representations and an acoustic
signal judged by listeners to evoke the
required perceptual response. Despite the
fact that neural networks are particularly
good at tasks of this kind the results were
disappointing: variations between speak-
ers still became a confusing element in
describing the acoustic signal.

Eskenazi [4] used a traditional tccl}-
nique of firstly selecting eight acoustc
parameters (overall intensity, 0 maxi-
mum, dynamic range of f0, number of
pauses, speaking rate, amount of
phonological changes, F1/F2 shift and }he
amount of stop bursts) and then measuring
them, but concluded that individual. speak-
ers expressed speech styles in different
ways, and that not all parameiers were
equally used by all speakers. This phe-
nomenon is also commented 00 by
O’Shaughnessy [10], who e{ﬂphasmd
that the mapping between physical acous-
tics and perceived prosody is not 0n¢ 0
one.

Many researchers have tried hard 10
determine the acoustic correlates of prié’
matic effects, and some have attempted ©
incorporate this information in their S)t/:]‘
thesis. So far, though, there has been i °
success in adequately unambig“f’“sh’ ca}s)'
turing subtle global effects like fmef:;r-
or providing sufficient contf:xtuf‘l i
mation to enable the automatic trigeené
of local effects.

CONCLUSION st
The model most of us currently o
assumes that the problem is 10 g‘?“mha_
acoustic cues from the waveform mf(_)rmt0
tion. The listener is seen a5 responding
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the cues. But if looked at from the lis-
tener’s point of view he/she is supplying
information in order to decode the signal.
The interpretation of the signal will vary,
but so will the acoustic cues responsible
for triggering the percept.

If we wish to simulate the dialogue
context either for practical purposes or to
test the model we might well look more
closely at modelling the listener, and how
the listener may anticipate cues from
knowledge of the dialogue context as it
unfolds.

If the acoustic signal has within it cues
for triggering an appropriate perceptual
response to the pragmatics of the spoken
utterance then that signal shows large vari-
ability and useful information is buried in
variable noise.

Rather than model the process as heav-
ily dependent on these cues, it is becoming
necessary to shift the focus of the model
away from the cues, leaving them as mini-
mal and variable, and move toward a
compensatorily oriented peceptual model.
In traditional terms, we would assume a
knowledge based system very heavily de-
pendent on a full and accurate
fepresentation of the effects of various
types of variability in the acoustic signal.
 For the moment we cannot do this, but
115 to be hoped that the adopting a model
framework along the lines of what is sug-
fsted here might advance the situation.
Atthe moment it is discouraging to meas-
ure acoustic data without some
improvements to the framework within
which that measurement i carried out.
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DATA ANALYSIS AND RESULTS
Intonational universals in emotional
speech were studied in reference to gen-
eral emotional colouring and expression
of particular emotions.
Comparison between emotional and
neutral texts revealed universal features

INTONATIONAL UNIVERSALS IN TEXTUAL CONTEXT pral texts reveals a significantly greater
total energy of most emotional texts.

. The ratio of the total energy of emo-
tional and neutral texts proves to be uni-
versal in the prosodic structuring of
emotional speech. The quantity of this
ratio depends on the type of emotion

E. A. Nushikyan
Odessa State University, Odessa, Ukraine

ABSTRACT The aim of this paper is to reveal uni-

versals in emotional speech intonation at

This paper reports the results of an
experimental research of universals in

a textual level.

of general emotional colouring. Thus, in
al the five languages emotional texts

expressed in the text (see Table 1).
Table 1. The ratio of total energy of

emotional speech. Intonational univer- differed from n in jati 2
sals were studied at a textual level in g%gl}gnggATERIAL AND fundamental ﬁ,e%lg;?llcy i;&??;llgnsa;cf emotional and neutral texts.
i o gl emotona colowtng 2R peimenal sy of onat | e sty f il Tequency oo
! . - i ut on emotiona s € whole phrase an expresse Ratio of total

Inonational universals were also ana- POy WS SeEIeC B 08 SN | of s ruclar syllabl, mean syllable | inthe po ottt enerey
lysed in a new aspect-communicative by 30 native speakers of English, Ger- duation, and, more conspicuously, nu- text
orientation of emotional texts. man, French, Russian and Ukrainian. clear syllable duration. a g ]| &
INTRODUCTION Whereas our previous investigation of Speech  prosody  of particular i g S| & =

For some decades contrastive studies emotional speech (Nushikyan,1987) was emotions in the five languages was also ®| | 8| 3|3
have gained much attention in linguis- based on 3 languages - English, Russian tharacterized by some common features. ] (3 R R -
tics. Contrastive studies of systems and and Ukrainian, this one involves 2 more };ﬂe}’ were:  higher  fundamental =
functions are particularly useful when languages - German and French. Here dequ_ency, greater intensity and longer .
languages with different structures are attention has been spread from the single buratlon, along with w1de.r F,,F;and F, Joy 165 [ 1,71 | 1,58 11,26 1 1.37
compared. The results reported in litera- utterance to the longer units - texs. ?ﬂtgs and a more complicated structure
ture show that on the one hand languages These texts expressed 16 positive and g] helr harmonics, the greater role of the  §sorrow 0,86 10,92 [0,83 |0,76 | 0,87
can differ from each other without limit negative emotions (Nushikyan,1986). gh frequency noise regions of
and in unpredictable ways, and on the The speech signal was instrumentally ‘cotril.sonan.ts In texts expressing anger, anger 1,78 | 1,86 | 1,65 | 1,68 | 1,49
other hand, “The existence of deep analysed by Visi-Pitch, IBM speech pro- L“ :ignatlon and threat ; wider formant
seated formal universals, ... implies that gram, which enabled graphical presenta- oands of Fy ,Fy , F,, the shift of the fear 075 | 0.91 [ 074 | 0,86 | 0.89
all languages are cut to the same pattern” tion of fundamental frequency and inten- mensity of -~ formant frequencies of ¢ i ’ ’ ’ ’
(Chomsky N., 1965). Thus among its sity. Spectrograms were made on Son smantically important words into higher .
other goals, contrastive typology is Graph of the Kay Elemetrics feglt(I’HS, smaller formant energy of |despair | 1,19 [131 1129128126
largely concerned with revealing linguis- Corporation using the wide band filter (stressed syllables, greater role of high
tic universals. Various proposals have (300 Hz). i 10nquen§y noise regions of affricates, | threat 2,23 11,9 | 1,84 | 1,81 | 1,69
been put forward as to what constitutes Emotional speech prosody is d& ke ger Curation and greater intensity of
universals. Many of them have taken the scribed as a complex of acoustic featurcs fug f and  thematic words,  higher surprise | 1,11 (1,19 11,09 | 1,12 | 1,14
form and function of the rules of that includes features of melod)%,h mteg- Sh’uc?]u?z?talpar{rsequi‘ncy pitch in ?111
grammar, ity. duration and spectrum. The d¢ of communicatively

The universals that have been studied Zcr)&)tion was made bol;h for a whole tex! (Si:;)in%t utterances of texts expressing shame 0,95 (0,98 [ 0,84 10,79 | 0,31
best in phonetics refer to phone-mic and a separate utterance. Investigation of duragt‘ > 19, ~admiration ; longer 116
systems. Studies of prosodic universals textual prosody provides a deeper ana)" uner;:?n of all structural parts of an |offence | 1,55 | 1,51 | 131 (1,241,
are relatively scarce, although intonation sis of its intonation structure and reveas fonnanie’ lower intensity level, smaller
systems manifest more universal features differences in integration of emotion d wig energy of unstressed syllables, contempt | 1,83 | 1,87 [ 1,61 | 1,42 (1,36
than other linguistic categories. tension. . Quonc Fy band, greater role of high

Available descriptions of intonational Prosodic features and intonation pi lov?ere fy noise regions of affricates, | gucoicion | 1,56 | 1,58 | 141 | 1,02 1,09
typology disregard its emotional aspect, terns of utterances in a text Wer sa dnesse-ql}lfncy pitch in texts expressing P ’ ’
despite the fact emotionally coloured analysed and compared on a set 0 pich of igher fundamental frequency . 156 | 165 11,54 [ 1,42 | 1,51
speech contains more universals than structurally important syllables: fhe utter all the structural parts of an irony > ’ ’ ’ ;

- crance and the decrease of their inten-

neutral speech; this evidently should be
explained by the common biological
nature of emotions. I hypothesized that
of the parts of the human vocal system
that are used linguistically intonation
respond more closely than any other to
states  of organism. there are
gendenc'les in the repetition of
Intonational forms in the most widely

separated lan » :
1980), guages” (Bolinger D.,

unstressed preceding the first stressee,
the first stressed, the nuclear, an u
unstressed post-nuclear syllablecsl. 2
acoustic features were _anz‘alysecl ko
compared in relative units 10 orde p
level individual differences aqffergnt
together data obtained from 30 di
speakers.

sn)(r),‘:maller formfmt energy of F, and F,
Loover frequencies of F; in texts in-

Yolving surprise : etc.
prosggle Igomn}on features in speech
ObSi n(: dpamcular emotions can also
imensity. ed through the study of their
’I‘h N .
differeenacoustlc analysis of the intensity
c¢ between emotional and neu-

The data of the table show that such
emotions as anger, contempt, threat,
irony greatly increase the total textual
energy in all the studied languages. In
English and German a significant in-
crease of energy is observed in texts ex-
pressing offence and suspicion. In Rus-
sian and Ukrainian the increase of total
energy is not so great. The decrease of
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textual energy is observed in texts ex-
pressing sorrow, fear, shame.

Research based on acoustic data pres-
ents evidence that for languages under
study variations in speech rate are
mainly due to variations of pauses and
the type of speech and emotion that is
being used.

Identical and non-identical elements
of prosodic systems of different lan-
guages can also be established from pho-
netic division of texts pronounced emo-
tionally and neutrally.

Extensive experimental data from the
five languages shows that phonetic divi-
sion boundaries mostly coincide with
syntactic division boundaries both in
neutral and emotional texts, and so this
feature may be considered universal.

Another regularity in phonetic
division is that pauses are more frequent
in emotional texts than in neutral. An
analysis of pauses in identical texts in
English, German, French, Russian and
Ukrainian provides their uniformity,
which indicates the universal character
of this prosodic feature.

The results of the experiment are in-
teresting from the point of view of
speech communication which is a
continuous and complex process of
transmitting not only ideas but also emo-
tions, attitudes. Communicative
approach to the study of emotions
reveals that emotional information is
often organized in larger suprasententiat
units - texts. Each text presents a speech
act with a concrete pragmatic aim. The
components of speech act are described
in a well-known R. Jackobson’s scheme-
addressor  (speaker) - message -
addressee, recipient (listner).

. The study of communicative orienta-
tion of emotional texts show that such
emotions like tenderness, sorrow, of-
fence, shame are connected with the ad-
dressor as they express the emotional
state of the speaker; anger, indignation,
threat, reproach are directed to the re-
cipient-to the listner; i ion in
the message arouse surprise, delight;

Y leads to
fear.a'nd despair ; contempt, irony,
suspicion are connected with the

of the received message.

The data of experimental study show
that the same communicative orientation
of emotional text in different languages

leads to common acoustic parameters in
them.(see Table 2).

Table 2. The comparison of acoustic
parameters of emotional and neutral
texts.

Compo- |Emotions
nents of |expressed | Acoustic parameters
speech  [inspeech |-.c.ceoiecnnnin
acts acts F, It
g SOrrow
2.4 tenderness [Fe<Fy[le<ly >4
S 8 offence
LR shame
® o anger ,
§ §E indignation |[Fe> Fy [I.>1; [t'<h
5 gg threat
B E<  [|reproach
rece. [delight  [Ee>Fy[le<hs ',
ipt [surprise
$ o lfear R, L7k i<k
g delay despair
cha- [contempt |Fom> [lem> tn>
racter |irony Fom  [lm (L0
suspicion

Where F,m = F,max, I,m = Imax
t,n = t,nuclear syllable

The data in the table prove thgt texts

ressing emotional states
pe arge characterized by the decrea®
of fundamental frequency and mtertl;ﬂl)sf
and longer duration. quotlon?l o
directed to the listner basically mcti ¢
all the acoustic parameters. Emofﬂ:e
texts connected with the receipt 0
message are characterized by 8 i
increase of fundamental frefI}lﬁong
decrease of intc;lnsity att:g ireat vand

f their temporal structures.

° Absencep; delay of message uﬁds“f
great variations of all the aco! s
rameters. Texts, which are react y
the character of the message reccl"of o
crease all the acoustic parametets

mantically important words in them.

CONCLUSIONS

The study has attempted to elucidate
one aspect of prosody in the textual
function-universal character of emotional
expression. It shows that there are large
areas of overlap between even the most
diverse languages in the use of common
features of prosodic patterning. A con-
trastive analysis of emotional and neutral
text intonation in English, German,
French, Russian and Ukrainian has re-
vealed common means of emotional ex-
pression. Emotions are expressed in
speech signal through a complex of
aoustic features. The particular set of
the features, however, depends of the

type of emotion and degree of emotional

colouring.
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PRODUCTION AND PERCEPTION OF THE SINGING FORMANT

) C. Pillot
Institut de phonétique de Paris, France

Mi " ABSTRACT

icrophonic and glottographic
records of 7 male ogpera gsinl;«:rs
confirmed the acoustic properties of the
singing  formant (SF). MRI
measurements and the use of a vocal-
tract acoustic simulation program
allowed to quantify the effect of the
lowering of the larynx. Perceptual
€xperiments reveal that SF influences a
number of perceptual dimensions of
voice, the phonetic quality of the vowels
and the personal vocal quality.

INTRODUCTION

. The acoustic characteristics of the

singing formant SF are well known (1,

2, 4]. The purpose of this study is to

nvestigate further the acoustic

(spectrographic measurements and use

of Mac;da’s vocal tract acoustic

zllvr[nlilll)a;f(;l prograz), physiological
reeptu

French vocge proguctioarlxss?ems of SF for

L ACOUSTIC DESCRIPTION

.we perform simultan
microphonic and glottographic reggrl:i:
of 4 male professional and 3 untrained
singers Singing isolated sustained
vowels {a], [i], [0] and [u], a given
Sentence extracted from a familiar piece

of music and a mel
chosen. melody they have freely

In accordance with Bartholomew [1]
and Sundberg [2], our results show that
there is a significant difference of
amplitude of the region around SF
between the untrained and trained
singers (t7=7.57; p<0.02) in favour of
the latter.

Furthermore, for a given singer, SF
frequency doesn't vary whatever the
production sung. Finally, SF frequency
varies significantly according to the
vocal category of the trained singers:
for example: about 2620 Hz for the bass
singer, 2800 Hz for the baritone and
3406 Hz for the tenor (Fig. 1).

The comparison of the source specta
on the one hand, and of the acoustic
spectra on the other hand allowed us to
formulate a few hypotheses about the
origin of SF:

The intensities of the source
spectrum harmonics at the frequencies
of the SF are higher for the professional
singers. )

Furthermore, the bandwidth of SF is
about equal to the double (p<0.0001) of
the theoretical bandwidth of the
formants at the same frequencies, Fant
[3]: SF doesn't come presumably from
one, but from at least 2 formants,

asserted by Sundberg [2].

Figure 1. Avergge

lines) and py ¢‘1gn “?”l €cira of the se
’equenqy spectr
Spectra, (spectra a

4 ntence sung b 7 enor singer
trained one (dpgpy g by a professional t

veraged on 8 seco

PO
3 kH: &

(solid

lines) at the same tempo and at the SO™

. ¢
nds). Left: source spectra; Right: acoust
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IL PRODUCTION

Wave study

We have just noticed that the source
produces more energy around 3KHz
among the singers who have SF. The
influence of the glottal flow parameters
on the higher formants in the French
vowels [i], [a] and [u] was studied using
the Klatt's synthetizer type named
Compost (Bailly).

The open quotient (OQ) is the ratio
of the opening and closing times to the
total duration of the cordal vibratory
cycle. The disymmetry quotient (DQ) is
the ratio of the opening time to the
vocal cords closing time. Our results
show that the reduction of OQ and the
increase of DQ allow the spectra of the
resulting sounds to have more intense
high harmonics whatever the vowel
sung,

Articulatory study

The preceding source phenomena are
not sufficient to explain the emergence
of apeak like SF.

Maeda's Model

What sort of articulation can generate
SF? The hypothesis of a sinus
Morgagni's resonance combined with’ a
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laryngeal lowering, Sundberg [4], is
checked with the Maeda's vocal tract
acoustic simulation program [5].
Laryngeal lowering simulation with the
2 tube model entails an emergence of
F3 and F4 which come closer, as the F5
amplitude decreases. The variation of
the ratio of the laryngeal to the
pharyngeal section by modification of
the laryngeal section confirms
Sundberg's theory according to which
the larynx is active as a resonator only
if the pharyngeal section is at least six
times wider than the laryngeal one.

Magnetic Resonance Imaging

The area functions corresponding to
the French vowels [i], [a] and [u]
spoken and sung by a professional bass
singer (Fig. 2) were cstimated from
Magnetic Resonance Imaging (MRI)
midsagittal images (Magnetic field:
0,5T; Gyrex V machine; ET: 15ms; RT:
33ms; head coil; acquisition time: 8s).
Fig. 2 (bottom) shows for [a] the
creation of SF (merging and
reinforcement of F3 and F4) and Fig. 2
(top) suggests a significant lowering of
the larynx (arrow 1) and the jaw
(arrow2), a slight labial protrusion anda
lingual posteriorisation (arrow 3).
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III. PERCEPTION

To study SF perceptive significance,
2 comparative tests of pairs of words
and orchestral extracts were performed
with naive auditors.

Words

The word "solitaire" was sung by 7
singers. The SF of the 4 professional
singers was filtered, while the
corresponding SF frequency zone of the
untrained ones was amplified. In a
discrimination task, all of the 22
auditors perceive a difference between
words with and without SF. In a forced
decision task ("Quel est le mot le plus
riche?"), the word considered as "plus
riche" have the SF for the professional
singers (70%). The artificially created
SF for the untrained singers was not as
perceptually effective as the original SF
(40%).

Musical sentence (orchestral context)
We choose as stimuli an excerpt of a
CD-record (The opera Faust by
Gounod) during 15 seconds. The SF of
the tenor voice was then filtered. 54
auditors were asked to freely judge the
perceived difference between the
original and the filtered versions.

Table 1. Distribution of the responses
for the comparison of 2 musical extracts
among 54 auditors.

Sortof [Result| Sortof [Result
responses |in % Jresponses | in %

Timbre 31,9 Pitch 7,34
Aesthetics | 13,07] Others 6,62

iculation | 12,4 | /orchestra 4,36
Emotion | 9,17 | Duration 3,44
Intensity | 8,49 | Distance 3,21

Our results show that the SF is first
perceived in terms of timbre ("clair,
brillant, riche"). The intensity only
Intervenes in the fifth position ("forte™).
The voice of the singer who has the SF
is more ':'art.lculée", "belle” (aesthetics),

prochs (dlstanpe), “courte” (duration)
and "plus aigue" (pitch). The
Interpretation of the results is complex.

Session. 11.6

ICPhS 95 Stockholm

Vocalic identification

22 naive auditors were asked to
identify the original vowels of the
professional singers, and their filtered
versions, and the original vowels of
untrained singers and their SF added
versions. The singer productions were
[i], [a] and [u] vowels, and the listeners
had an open choice (15 French vowels).

100
90
Cwl M
g 70 [
o lll
E 50 [ix]
g 50
Q
g 40
o 30 a4
0 4_,_,VLa=_LZP,__,A_,A..
0 1 2
Vowel

Figure 3. Average percentages of
correct identification of vowels sung ?:y
the professional singers. 1: without SF;
2: with SF.

As shown in Fig. 3, the percengagei
of identification for the professxor[l:
singers are statistically smaller for9 76:«
vowel [a] than for [i] and [u] (t22= 're’
p<0.0001). Furthermore, SF has mo! :
influence on the identification scor&s) 50)
{i] and [u] than [a] (t3=-9.07, p<: s
The suppression of SF (on the ;
worsens the identification of (il ai
allows a better recognition of [ul .
and [u] of the untrained subJeC_!Shau[
better identified (100 %), Witho
(original) or with added SF. ¢ e

The filtered vowel [il © inly
professional singers 1S m? o
misperceived as [y] (712 "%h%F) s
errors), while original [u] (Wll% £ the
often perceived like [o]_(91.67. ot "
errors). [a] without SF is perceiv

[o2].
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DISCUSSION

The acoustic analysis of sung
productions allows to formulate a few
hypotheses about the origin of the SF,
which have to been confronted with
physiological data.

The study of Magnetic Resonance
Imaging (MRI) of sustained vowels
confirms the compensatory articulation
hypothesis of Sundberg & al [6]: MRI
shows us “supershapes” of the sung
vowels; for example, a lowered larynx
and jaw position in spite of a raised
tongue can be interpreted as
"superpalatalization” for the vowel [i],
according to Sundberg [6]. Singing
requires indeed a vocal tract free of any
constriction and, in the same time, a
high degree of flexibility of phonatory
muscles. This investigation entails
methodological problems due to the
supine position of the subject or to the
width-to-area conversion,

_ The study of SF shows also the
Importance of its perceptive relevance:
its located in a frequency region where
the auditory sensitivity is maximal.
(The threshold of audibility is minimal
a this frequency) [7] This allows the
singer's voice not to be masked by an
orchestral accompaniment and this
vithout pathogenic vocal effort.
Trumpets have the same peak of
Intensity at 3 KHz, and this instrument
merges in an orchestra. The
Spontaneous qualification of two
musical extracts (identical except
presence or absence of SF) showed us a
$reat variability in the sort of obtained
:ESPOHSCSI indeed, a physical value like
¢ SF affects a multiplicity of
Kercepmual values, including the timbre.
e usiclans have started to be
W r;Steq by the timbre of their
ceCa 1zations only in the nineteenth
hagleu?b,l'and expansion of orchestra
vocs] 1ged singers to develop new
Strategies to make their voices

:}I?Rl"' dudible, at a time where electric
Plification didn't exist.

CONCLUSION

OCCigér::hlnch 18 the real signature of the
EXists A operating singing, probably
Producﬁm other‘ vocal and sound
i o gns. Its origin is multifactorial :
learn duced by a singer who have

® to face the orchestral
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accompaniment by means of phonatory
and articulatory modifications.

SF has an effect non only on the
vocalic quality, but also on the personal
vocal quality of the singer.
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AN ACOUSTIC AND PERCEPTUAL STUDY
ON THE EMOTIVE SPEECH IN KOREAN AND FRENCH

CHUNG Soo-Jin
Institut de Phonétique, 19 rue de Bernardins Paris, France

ABSTRACT

This study presents the acoustic and
perceptual analysis of the emotive speech
loaded with anger, joy, sorrow, or
tenderness, in Korean and French.
Statistic analysis found the factors which
affected the identification of emotions,
such as emotion-type, comprehension
level of a given language, modality of
phrase, etc. Based on the acoustic
similarities, we regrouped the studied
emotions into active vs. passive emotion
group and positive vs. negative emotion
group. The perceptual confusion of the
emotions in a same group was explained
mainly by the similarity of the activity
aspect. We reported also the acoustic
filtering experience which had an effect
on the identification of emotions in
relation to the mother tongue of listeners.

1. INTRODUCTION

The emotion is a complex
phenomenon ; a given emotion is
considered as a result of the interaction
between acoustic, physiological, and
psychological features.

In the speech analysis, the personal
or emolional aspect was somewhat
ignored in contrast with the rich literature
of the lexical or grammatical aspect. In
this paper, we review briefly the general
prosody and the notion of emotion, and
make a acoustic and perceptual study of
the vocal expression of emotions, such
as anger, joy, sorrow, and tenderness,
using neutral sentences as a reference.

2. GENERAL CONCEPT

Every prosodic feature seems to have
a mouvated origin, ethological,
physiological or psychological, and this
paralinguistic origin may explain the
similar prosodic tendencies through non-
related languages, for example, Korean
and French.

In general, the biological necessity to
breathe at regular interval creates the
pause which can be also present for
marking different degrees of frontier.
The downward pitch Contour is due to

the depression of subglottal pressure and
the gesture for a sentence or a meaning
group can be described as a set of
tension and relaxation of articulators.

Concerning the perception, one does
not hear directly physical variations.
Fraisse (1974) suggested two perceptual
organizations, "Accentual rhythm" of
initial segment and "Temporal thythm"
related to the final lengthening. The
coexistence of two rhythms exercises
contradictory forces on the interpretation
of rhythm.

These general tendencies can be
modified by semantic or emotiona
emphasis. .

Many of terms used to de;scnl?e
emotions, not being clearly defined in
the literature. Because it is impossible (0
quantify the emotion and there 1§ 10
objective rules to define emotive lerms.

According to Scherer (1981), the
emotion is "the organism's interface 0
the world outside”, having thre¢
principal functions ; “a) they reflect the
evaluation of the relevance an
significance of particular stimuli, b) Ihlflﬁ)’
physiologically and psychologica ly
prepare the organism for appr0pr1?il 3
action, ¢) they communicate ! i
organism's state and _beha_vwfl?
intentions to other organisms il lfi
surroundings”. He noted ajso th
emotion is not a steady staté cond_moir};
but a process of events, 'whlch a‘nselus
rapid succession following a surlrzl:) :
event ; a given emotion is the resut 7 .
series of "stimulus evaluation checks
the "component patternng rpodel e

Many emotion theories u‘She ois
concept of “basic" emotons but { e[es \
few agreement as to what constlll:ion
"basic emotion". In the"combln[z]l]eory"
emotion theory called a "paletté e
by Scherer, new emotions are p;rnotions
by mixing the primary basic :lily ihe
together. In terms of univers o
basic emotion responses are o
cultural, while responses 0 ﬂonuhm
emotions are learned, and hence ¢
dependent.

ICPrS 95 Stockholm

Three aspects can be determined as
dimensions of the emotion ; "Strength”
nnging from contempt to fear or
surprise, "Valence" ranging from love or
happiness to anger, and "Activity"
ranging from sleep to tension.

Davitz (1964) found that the activity
aspect of emotional meaning is carried
by the relatively simpler elements of the
vocal symbol, such as pitch and
loudness, while both valence and
strength are communicated by subtler
and more complex vocal patterns of
inflection, rhythm, etc. His study
reported also that where erroneous
judgments were made, it was very often
in favor of another emotion with a
similar activity level rather than a
similarity in terms of valence or strength,

3 EXPERIMENTAL ANALYSIS

31 Procedure

The recordings were made in a
rcording studio using a high quality
microphone and a DAT recorder. A male
amaieur actor and a male professional
ilor, about thirty years old, were
ticorded in separated session, each
$peaking the same sentences, five for
tach emotion, anger, joy, SOrrow, or
tndemess, and neutral as an unmarked
&xpression. The actors were presented
¥ith a description of a situation causing
dgiven emotion and asked to repeat the
¥nences six times. This procedure was
i:gedfor the Korean and French
semer ings. T}le meaning of the
t m\:;s were ; "Jean invited you at his
himyi ill you £0 there? You have met
b L night, it is so often, isn't it?
ML go there, today. Let's prepare the
er for my friends coming tonight."

. order to validate the expressivity of
\ eregordeq Sentences and to know how
proceeg]%“ons are identified, we
Lislenere the tests of identification.
iﬂlendeds were asked to identify the
iten emotion among five ones, after
Qesi § a stimulus phrase ; the
phrasesnnalre consisted of thirty stimulus
ey plgesemed once at five seconds
e 00n{b' our tests were carried out by
e u:iauon of two kind of corpus,
listeneran French, and two groups of

) S, eighty-
¢ighty-five Fr%nc)l’]';our Koreans and
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In the result, the score of correct
responses of the emotions was always in
this order ; Anger > Sorrow >
Tenderness > Neutral > Joy. The
amateur expression of emotions and the
professional were not significantly
different in the listener's perception,
even though the latter was more typical
and obvious.

As to establish the Korean and
French corpus to be studied, we selected
ten sentences for each emotion with the
high score identification.

3.2. Statistic Analysis

On account of limited space, we
present mainly the result and the
discussion of the imperative sentences of
the corpus which were most
representative to characterize each
emotion ; the phonetic transcription of
the Korean phrase is [onirin kagima] and
the French [nivapa ozurdyi).

By means of the analysis of variance
(ANOVA) of the result, we found that
the factors influencing the identification
of emotions, such as emotion-type,
comprehension level of a given
language, and modality of the phrase,
but the length of the phrase did not. The
most identification was guaranteed when
listeners heard a imperative phrase of
anger in his mother tongue.

3.3. Acoustic Analysis o

We studied three principal
parameters, pitch , duration, ~and
intensity, not missing the voice quality.

The ‘pitch contour seemed to carry a
large part of emotional information in
both languages ; especially, anger was
characterized by the abrupt final chute.
The wide pitch range with dynamic
movements of anger or joy was located
higher than the narrow range of sorrow
or tenderness. These differences were
emphasized on the important words, for
example, the negative morpheme of the
imperative negative phrase, located at the
final and the beginning of the Korean
and the French phrase respectively.

The duration of the last syllable
differed greatly according 1o the
emotions : it was very short in anger and
long in joy and tenderness, while the
speech rate was high for anger and joy
but slow for sorrow and tenderness.
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Emotions Active Passive Voice Quality
Positive Joy Tendermess f ===> resonant
Negative Anger Sorrow === Aspirated / devoiced

v

High Register

Wide Narrow Pitch Range

High Speech Rate

High Intensity

Figure 1. Regrouping of the emotions according to their characteristics

The vowel lengthening occurred at
the final part of every emotion : the last
syllable was longest for tenderness and
shortest for anger. However, the
variation of consonantal duration was
less regular ; usually consonants
lengthened on important words.

. The intensity was high for anger or
Joy and low for sorrow or tenderness, as
expected.

The voice quality determined on the
valance dimension was quite different
depending on the positive or negative
emotion : the joyful and the tender voice
were more resonant than that of anger
and sorrow which were more aspirated.

According to the characteristics
common to the Korean and French
sentences, we regrouped the studied
emotions in active vs. passive emotions
on the one hand, and positive vs.
negative emotions on the other hand as
described in the figure 1. Neutral
sentences were closer to the passive
emotion sentences than to the active.
Similar experiences and results were
reported by [1] and [2).

3.4. Perceptual Analysis

The previous tests of identification of
emotions showed how the emotions are
identified and confused. By reason of
the complex paralinguistic features of the
emotion, which are not coded
Systematically as linguistic features, it
happens often the disjunction betwe:en
speak.er’s. coding and listener's
decoding, interpreted as the confusion.

P_akqsz (1983) noted five points of
special mt)ergst from the literature ;

__"a) Speakers vary markedly j
their ability to express :gotive mggszg
vocally in controlled situations,

b) Listener's recognition and
interpretation of emotions from recorded
speech varies substantially.

¢) Some emotions are more
readily expressed and identified than
others.

d) Misidentifications seem to
follow a regular pattern whereby
similarity on the activation dimension
between two emotions leads to
confusing one for the other.

e) Recognition of emotions is
possible under conditions of reduced
information concerning pitch variation.”

These notes were revised and
validated in our analysis. For instance,
anger was quite well expressed in the
imperative phrase and easily identified,
even by foreigners, then less confused
with other emotions. While joy was
often confused, especially with anger
having high intensity at high register in
the activity dimension. In the same way,
tenderness was confused with sorrow by
their low intensity at the low register.

The previous regrouping is efficient
to explain the fact of confusion : a given
emotion is more often confused with
emotions in the same group than in the
other group, especially in the activity
dimension. By the way, in view of the
direction of confusion illustrated in the
figure 2, it seems that listeners tend t0
choose a negative emotion when they ar¢
not sure to decide a positive emotion i
the same group. d

In the supplement test, we aske
listeners to write adjectives evoked by
the stimulus. Diverse adjectives were
written for a given emotion and some 0
them were written again for the other
emotions.
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Figure 2. Direction of the confusion
between emotions and Adjectives most
frequently written in the supplement test

This figure shows the complex nature
and the similarity of emotions. In a
word, the perceptual confusion is caused
by acoustic similarities of the emotions.

35. Filtering Effect
For the filtering experience, we
selected the sentences of neutral and two
emotions obviously contrasted, anger
and tenderness, from the original
fecorded corpus.
. In order to deprive the corpus of
intelligibility, we eliminated the
freq}lencxg:s above 250 Hz. Apart from
our intention, this operation affected the
fist formant of open vowels such as [a),
then L}xe syllabic regularity of intensity
Was disturbed. And it affected also some
part of the FO of anger exceeding 250
Hz, 50 destroyed its fine structure of
pitch contour, while tenderness
preserved its original pitch contour.
" ¢Xl, we had listeners pass the test of
i ednnﬁcauon of emotions with original
:nnd filtered corpus, of his mother tongue
i of a foreign language, respectively ;
eteby four tests were carried out.
effecf the Tesult, the filtering had an
wher l(}n the identification of emotions
e Isieners heard the filtered corpus
i mother tongue, In most cases with
o ered corpus, a listener identified
mothre anger than tenderness, either of his
Ow; tongue or of a foreign language.
win, l\ifbr, with the filtered, then
eligible corpus, the pattern of the
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identification of emotions changed : the
listener identified still better anger than
tenderness in the filtered corpus of a
foreign language but he identified better
tenderness than anger in the filtered
corpus of his mother tongue.

In conclusion, it seems that the fine
structure of pitch contour and intensity
play a important role in the identification
of emotions and that listeners rely on
different principal criterion, depending
on the intelligibility of stimulus:

if the stimulus is intelligible with
all information, whether he knows the
language or not, he identified best anger
having great intensity as well as fine
pitch contour,

if the information is so reduced to
make stimulus of a foreign language
unintelligible, he identified still better
anger than tenderness, based entirely on
the striking intensity of anger

however, if he hears the
unintelligible corpus of his mother
tongue, his melodic intuition prevents
him from the decision of anger which
lost the fine prosodic structures of pitch
and intensity, and he identifies better
tenderness preserving the fine structure
of pitch contour.

4. CONCLUSION ]

So far, we reported the analysis of
the emotive speech in Korean and
French, concerning the umversallly of
emotions and the problem of percepton.

This information could be used as the
basis for a set of rules to control a high
quality speech synthesizer with
simulated emotion effects in the output
speech. As emotion forms such an
important part of human speech, its
incorporation into §peech synthesis
systems is surely imminent.
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_ ABSTRACT

~ This  paper  reports on
experimental research based on the
assumption that a methodological focus
on well-founded receptive skills is
essential for the eventual development of
productive competence, and that this is
especially relevant in the learning of
foreign language (FL) pronunciation. In
order to test this hypothesis, an
experiment was designed in which a
control and an experimental group (N = 9
for each group) followed the same
program of instruction (L1 = Spanish, 1.2
= E_nghsh),. differing only in the method
of instruction (perception-only for the
experimental  group, perception and
production for the control group). The
results of this experiment indicate an
advantage for the control group.

LINTRODUCTION
core Research into the learning of
foreign or second language pronunciation
;ls relatively scarce. Although progress
as been made in recent years, we are for
the most part lacking substantiated
:gsge(s %o questions such as which
alegies leamers employ to approximate
their speech to the target nngti.;ls, or
which teaching methods best contribute
to pmnlinmashon achievement.
n this study I tested th
hypothesis that the development o(fa'
adequate speech models in perception
facﬂxtate§ eventual  attaintment in
pronunciation production. It has been
;rgued by several researchers, notably
ostovsky [11], and Gary [4] that a
;:omprehenmon-ﬁ;st approach to foreign
k:inguage learning has a number of
advantages over methods that require
:;nmedxau; production. The
coe‘hOd010g1_cal construct by which this
intz;grehens.lon approach is implemented
as "silent pmmis S healy e
:illxﬂxors claim that the moorpmanm‘pemﬁcauy’ ﬂ:?:
ent period in the beginning stages of

instruction will enhance the leamers
acquisition of the foreign language.As a
general teaching procedure, the silent
period has been fostered mainly by
Krashen and his associates (e.g. [2]). In
the area of pronunciation teaching, some
authors have explored the effects that a
silent phase in instruction have for
phonological acquisition, with seemingly
positive results. It is perhaps the study
carried out by Neufeld [9] the one that
shows a stronger correlation between an
initial  silent period and ultimat
acquisition of the target sounds. Other
researchers [12] include an initial silent
phase in their pronunciation training
programs. In addition, FL methods such
as Total Physical Response incorporatea
silent period in their instruction program.
There is some rather inconclusive
evidence in support of this theory coming
from child second language studies It
natural settings [3], and more recently
other researchers have ir]cluded a
perception-only stage  in  ther
pronunciation training studies [10].

2.PERCEPTION[PRODUCTION
IN FL PIIONOLOGY

That FL learners need to constrict
adequate target speech models before
making attempts at production is an ! .
that has gained recognition in the fie
(e.g [7]). In fact, one explanation that hﬂ?
been advanced for the foreign accent Oh
learners is that some FL P&
approaches are based on the nggl
assumption that  “phonolog! "
representation should be easily, if o i
automatically, determined by Se0L
language learners within 2 phorer’
model of phonology” (L1} P
Rather, leamners face the taxing 5% °
constructing their own representafl"‘(‘:ﬂy
goal they attain in many cases at best
partially, i
"On the other hand, ther M
evidence that points ward n
perception/production split in FL P
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competence. Neufeld [10] found that his
subjects performed on a native-like level
in~ listening and  phonological
discrimination tasks, although in terms of
speech production they were rated as
“poor articulators” by native judges.
These subjects’ sound knowledge of L2
phonology therefore was not matched by
equivalent productive skills.

3. EXPERIMENT

3.1. Subjects

18 monolingual Spanish-speaking
university students who volunteered to
paticipate in the experiment were
assigned to a control group and an
experimental group (each group N = 9).
These subjects had no knowledge of
English, and were told that they would
acquire basic “survival” English skills.

32. Method

The control and experimental
groups were presented with the same
input, with a focus on the following
English phonemes: /i: 1€ & t d/,
which are typically problematic for
Spanish-speaking learners for the reasons
that follow:
1? maintaining  the quality-quantity
distinction in the pair /i: 1/, normally
;plerged to the Spanish high front vowel
il
?) maintaining the quality distinction
between /e @/, which may be realized as
either /e/ or /a/ by Spanish learners.

J) realizing /t d/ as alveolar plosives,
rather than dentalizing them as is the
norm in Spanish; adjusting the Spanish
\éOT§ for the durational values of these
|t?‘§)hSh consonants (e.g. the aspiration of
. The rather restricted input of the
Cxperiment  presented learners  with
;lumerous instances of words containing
‘ ese phonemes (a minimum of 20 words
‘l"' €ach target phoneme). All main
allophonic  variants of the target
phonemes were represented in the input
words (for example, [t"] [t°] [t] for /t;
['f] fi] [i] for /i/). Both groups met
‘&Vllth the instructor two hours per week
sa""g a four-week period, following the
Me training in the type of language
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situations in which these sounds were
presented, that centered around topics
such as learning about foods to order in
the US and some simple routines
regarding the pragmatics of this linguistic
task.

3.3. Procedure

The control group was instructed
with a traditional approach, in which
speaking on the part of the learners was
encouraged from the beginning of the
training. Listen and repeat_activities were
frequent in the classroom interaction, and
active oral production from the part of the
learners was also encouraged.

It must be noted, however, that a
focus on correct pronunciation was not
an aim here. In the experimental group,
on the other hand, subjects were not
required to respond orally or to talk with
any regularity until the last week of
instruction. To adapt their training to this
less orthodox methodology, —active
listening was encouraged. According to
this orientation,the subjects did not hnpt
themselves to receive language input (in
particular oral input) passively, since they
had to answer to questions qnd
instructions directed to them (identifying
words, pictures, performing physical and
gestural activities, among other modes of

response).

3.4. Analysis .
Once the four-week trainng

program was completed, the 18 subjects
of the study were presented with a list of
30 words to be read and tape-recorded in
the language lab (5 words for each of the
6 target sounds that were the focus of the
experiment). i

P This procedure ylelded 30
recorded tokens for each subject. The test
words for each focus sound represent a
selection of contextual and positional
variants of the sound being tested. Thus,
for the focus sound fit/, the first test
word “tea” [t"iz] is a token of the open-
syllable variant [i:]; “beats” [bits] and
“eat” [i't] both contain the voiceless

consonant syllable-closed {i*], in which
the otherwise long vowel is significantly
shortened; finaily, “cheese” [tfirz] and
“pean” |bi:n] are instances of the

opposite case, that is, a voiced consonant
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syllable-closed [i:]. All the test word
recurred frequently in the input to which
the subjects were exposed.

These recordings were next
presented to three volunteering native-
speaking judges (American students with
litle knowledge of Spanish), who rated
the recorded test words according to a
scale measuring degree of accenred
speech  with mid-points for ease of
evaluation (see Figure 1). J udges listened
to the recordings in a random order in the
language 1ab. Therefore each of the 30
words was given a value from 0 to 5
according to how accenred it was rated
by each judge.

3.5, Resul