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ABSTRACT
In this paper a study, on the acoustic
level, of the temporal control for back
fricatives of Arabic is presented.
These consonants are examined in
different vocalic quality and quantity
contexts. Our results show a tendency
for a global control of the VCV
domain. We thus focus on the ziming of
our fricatives within this temporal span.

1. INTRODUCTION

Knowledge of articulatory coordi-
nations underlying the production of
fricatives requires a precise description
of the timing of their component gestu-
res. This paper deals with the temporal
organization of three fricatives in
Arabic :

- the pharyngeal fricatives {$] and [A],
respectively voiced and unvoiced,
produced by a constriction of the low-
pharynx ;

- the unvoiced glottal fricative [h],
produced by a constriction at the
laryngeal level.

The notion of relative duration
proposed by Lehiste [6] is exploited in
this investigation ; so also is the
concept of cycles or temporal domains
and phases borrowed from the field of
motor control and transferred to the
study of speech production by Tuller
and Kelso. [8], among others. On this
score, events related to specific
articulatory gestures - like onset/offset
of vocal fold vibrations or vocal tract
closing or opening gestures - are
detected on the acoustic signal.
Determined temporal coordinations of
these events give us our phases and
cycles (cf. infra).

2. CORPUS

Our corpus is a set of 18 short senten-
ces, each containing a {C1VIC2V2C3
V3] item, with Cl=[s], V1=[a], C2=[S
f h], V2=[a, i, u, a:, i, u:], C3=[1} and
V'3 =[a]. The carrier interrogative
sentence is of the type [manC1V1C2V2
C3V3], for example: [mansaSala]
meaning "Who coughed 7"

3. RECORDINGS

Recordings were carried out in a sound
proof room. The speaker, a male
Algerian adult, had to repeat each
sentence 13 times in front of a directive
microphone 'ELECTRET' placed at a
distance of 20 cm from his mouth. The
signal, digitized by a SONY P.C.M. and
sampled at 40 kHz, was finally stored
on a BETAMAX videotape. The
subject had been instructed to say the
sentences in a normal conversational
rate, at a regular rhythm, with a slight
pause before each sentence. The
sentences were presented to the speaker
in a random order.

4. MEASUREMENTS

Two vocalic phases, DV1 and DV2, and
a consonantal one T were retained.
These phases were determined with the
help of articulatory-acoustic events
proposed by Abry etal. [1]:

- the vocalic phases DV1 and DV2 are
specified as the duration between the
onset (VVO) and the offset (VVT) of
the clear formant structure of the vowels
(V1 and V2) that flank the fricative ;

- the consonantal phase T is defined as
the duration between the offset of the
clear formant structure of vowel V1 and
the onset of the clear formant structure

of vowel V2.

Phase measurements for vowels V1 and
V2 (respectively phase DV1 and DV2)
and for the consonantal phase T, are
given first in absolute values, and then in
relative values with respect to the VCV
temporal base.

5. DATA ANALYSES

5.1 Vocalic quantity DV2 (ms)

It is well known that the temporal control
of vowel duration in Arabic can be
linguistically significant (see for example
[3], [4] and [5]). Our results, presented
in table 1, confirm this vocalic quantity
contrast: a global observation of our data
shows that short vowels have a mean
duration of 95 ms, and that long vowels
have a mean duration of 255 ms with, in
both cases, small standard deviations.
Vowel duration ratio is thus around 2.5,
which is indeed significant. Results also
show that vowel lengthening is
noticeably influenced by the consonantal
context. Finally, it can be observed for
the three consonantal contexts, that the
most significant vocalic quantity contrast
is obtained with vowel [a].

Table.1. Vocalic phases

analyses of our data for each fricative
show comparable influences of the

Table. 2. Consonantal phases (ms)
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vocalic contexts on the three fricatives.

5.3 The significant temporal domain

As mentionned above, vocalic quantity
contrast is portrayed not only by a
difference in intrinsic vowel duration
(Table 1), but also by a variation of
consonantal durations. Moreover, such
durational differences depend on
consonant type. We posit therefore that
the vocalic quantity contrast is not
simply limited to the vocalic phase. To
be able to propose hypotheses on the
type of sequence which is temporally
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the distinctive power of the phases
described above and also that of com-
binations of these phases: VC=DV1+T,
CV=T+DV2, and VCV=DV1+T+DV2.
Only significant values of t (a<0.05) are
presented in table 3.In gcncralf the YCV
domain provides the most significant
temporal base for class distinctions; one
might therefore think, in the absence of
more data on speech rate variation, that
the VCYV span is the programmed entity
for these specific linguistic tasks:
actually, vowel phonological differences
seem to spread out significantly to the
entire VCV sequence.

5.4. Influence of the vocalic context.
Let us now take a look at the influence of
vocalic contexts [i], [a], [u], on the
fricatives within the VCV domain.

In the case of short vowels, the total
duration of the cycle is not affected by
vocalic variations; however, consonantal
durations show significant differences:
-for both [S] and [A), we observe
significant differences in [a] vs. [u]
contexts, and in [u] vs. [i] contexts, but
not in the {a] vs. [i] ones.

-for [h] we observe only significant
differences in [a] vs. [u] surroundings.
Therefore, in the case of short vowels,
place of articulation does not seem to
have much influence on consonantal
duration, but vowel rounding seems to
induce modifications in this duration.

As concerns long vowels, it can be
noticed that vocalic length (V2) varies,
depending on both place of articulation
and lip shape characteristics. From a
general point of view, all component
phases of the VCV cycle are modified as
a function of vowel type. However, the
total duration of the complete cycle
remains more or less stable.

What can be observed therefore, is a
temporal restructuring of phases within
the VCV cycle for each vowel class;
howeyer, the control of the total duration
of thns‘ cycle evokes an isochronous
constraint principle. These results corro-
borate the hypothesis addressed above
regarding the temporal programming of
the VCV sequence as whole (cf. supra).
Average values for VCV domains are
different for the three fricatives and for
short versus long vowels:

- [A]=210 ms for short vowel vs. 360 ms
for long vowels;

- [§1=180 ms for short vowel vs. 330 ms

for long vowels ;

- [h]=200 ms for short vowel vs. 400 ms
for long vowels.

But one must be cautious in generalizing
such results concerning this temporal
restructurings, as long as speech rate has
not been explicitly introduced in to our
experimental paradigm.

6. TIMING OF THE FRICATIVES IN
THE VCV DOMAIN

How do constituent phases of the VCV
domain help to distinguish the different
fricative classes in relation to this
domain ? We observed these relative
differences for the voiced/unvoiced
contrast [S] vs. [A] and for differences
in place of articulation [f] vs. [h] in the
various vocalic contexts. Figures 2a and
2b give the structural types of the VCV
sequences for each context.

Phase DV1 discriminates the voiced vs.
unvoiced classes [$] vs. [fi], but does not
distinguish the difference in place of
articulation for the unvoiced [A]/[h].
Phase T discriminates the voiced vs.
unvoiced classes ([S1/[A]), but the
distinction associated with place of
articulation observed in short vowel
contexts disappears completely with
vowel lengthening.

Phase DV2 is weaker than phases DV1
and T in discriminating consonantal
classes, for voiced/unvoiced contrasts.
When DV2 does exist as a distinctive
parameter in opposing place of
articulation, its t values are comparable
with those obtained for phase T, and
better than those obtained for phase DV1.

7. CONCLUSION

In the study of the acoustic timing of
fricatives in Arabic, the analysis of
absolute durations shows a global control
of the VCV temporal base. Within this
cycle, the voiced vs. unvoiced distinc-
tions are made essentially by a temporal
reorganization of the VC domain, which
corresponds to the combination of phases
DV1landT.

The distinction of place of articulation is
obtained generally by a restructuring of
of T and DV2 corresponding to the CV
span.

These preliminary results must be
consolidated by a study that includes
speech rate as the controlled perturbing
factor of vocalic quantity and

consonantal types.
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ABSTRACT

The movement pattern of the
velum during the production of words
contain nasal and non-nasal vowels in
the South Min dialects of Chinese was
investigated.

Result showed that when a non-
nasal vowe! preceded nasals, the ve-
lum started falling short after the re-
lease for the initial consonant /p/ oc-
curred. This suggests that anticipatory
coarticulation for nasals strongly ef-
fects the entire part of the vowel in the
South Min dialect. Difference which
seemed to depend upon the quality and
duration of vowels were also observed
inthe movement pattern of velum. The
nature of tones might modify the trajec-
tory of the velar movement.

1. INTRODUCTION

There is a distinction between
nasal and non-nasal series of vowels in
the South Min dialect of Chinese.
Question will arise; whether the domain
of nasalization is only the main vowel or
the entire part of the vowel in diph-
thongs of nasal series; whether the
vowel in CVN type syllables, like [pan]
or [pin}, is nasalized or not.

Another question is whether
there is any relationship between the
nature of tones or quality of vowels and
the movement pattern of the velum or
not.

2. METHOD

2.1. Subject

The subject was a 31 year old
male speaker of the South Min dialect
of Chinese from Taiwan.

2.2. Speech Material

An experiment was conducted
to investigate whether there was the
difference in the movement pattem of
velum during the production of nasal
and non-nasal vowels in the South Min
dialect of Chinese. The list of test
words are shown in Table 1. Test
words consisted of CV(V)(N), where
the initial consonant C was /p/ and
V(V)(N) were /&, U, /i, /udl, fan/, /in/
and /iar/. Some of these words have
two different nature of tones for differ-
ent meanings. These test words were
embedded in a carrier sentence [tse®
§i¥ ___dzi®] (Thisis a character for
___.) and pronounced five times for
each by a native speaker of the South
Min dialect as naturally as possible.

Table 1 Test Words

(PP] (P™1]

[pia*] [pia*']

[pin®]

[pan®]

[pienss] [pien?']

[p5%] }
[pua®]

The numbers following phonetic
description correspond to the nature of
tones for each test word. For example,
[p™3] was pronounced in the 1st tone
“high level” and [pi?'] was pronounced
in the 4th tone “short low” in the South
Min dialects of Chinese. All words in
this list are meaning words. However,
only [pa®*] does not have a corre-
sponding Chinese character, because
it is an onomatopoetic word for the
sound of horn of automobile.

2.3. Data Recording

Velar movement was monitored
and recorded using the Velotrace si-
multaneously with the acoustic signal.
The Velotrace, which had been previ-
ously reported, was inserted through
the subject’s nose with its internal lever
resting on the nasal surface of velumso
that the movement of the velum could
be monitored from outside!. The
maximum excursion of the velar move-
ment was confirmed using the non-
speech gestures such as forced nasal
inhalation and dry swallowing. The
movement of velum, which was tracked
by the intemal lever, was converted to
the analog electrical signal using an
electro-magnetic rotation sensor (see
Fig.1). The Velotrace signal was digi-
tized 100 samples per second, and the
acoustic signal was digitized at 5000
samples per second. These signals
were then stored on a microcomputer
for further analysis.

2.4. Data Analysis
Following parameters were ex-
tracted from the data (see Fig.2).

1) the acoustical duration of the test
word (p-dz)

2) the duration of the downward move-
ment of velum (bV-eV)

3) the interval between the acoustical
release of /p/ and the beginning of the
downward movement of velum (p-bV)

4) the interval between the acoustical
release of /p/ and the end of the down-
ward movement of velum (p-eV)

5) the height of velum at the beginning
of the downward movement (hV)

6) the height of velum at the end of the
downward movement. (IV)

7) the excursion of the movement of
velum (hV-IV)

8) the speed of the downward move-
ment of velum (sV)

3. RESULTS
Apartofthe resultsis as follows.

3.1. Single Vowel versus Diph-
thong

There were no significant differ-
ences between [pr%] and [pia®], be-
tween [pin%] and [pien®] and between
[PR'] and [pia?'] in the p-bV. The p-bV
was the second shortest in [pida%]. (The
shortest was in [pu?'].)

3.2. High Vowel versus Low Vowel

There were significant differ-
ences between [pi*] and [p&%}] in the
hV and the IV. The trajectories of the
velar movement were always higherin
case of [pP] than [pa®*]. There was
same tendency in the case compared
[pin%] with [pan®], however, statisti-
cally significant difference was only seen
in the IV. There was no significant
difference in the hV-IV and the sV for
either pairs.

3.3. Influence from Difference of
Tones

Although very few parameters
were statistically significant, system-
atic difference was observed in the
pairs compare the different natures of
tones. For example, the hV’s were
higher in the cases of [pi®9)], [pid%s] and
[pien®] than in the cases of [pi?'}, [pia®']
and [pien?']. ThesV’'s were fasterinthe
cases of [pr3], [pids®] and [pienss] than in
the cases of [pi?"], [pid?"] and [pien?'].



The bV-eV's were longer in the
cases of [pi*®],[pid®] and [pien*] thanin
the cases of [pi'], [pid?'] and [pien*].

4. DISCUSSION
Result showed that when anon-

nasal vowel preceded a nasal conso-
nant, the velum started falling short
after the release for the initial conso-
nant /p/ occurred. This suggests that
anticipatory coarticulation for nasals
effects the entire part of the vowelin the
South Min dialect. Differences which
seemed to depend upon the quality and
duration of vowels were also observed
upon the movement pattem of velum.
In the case of test word contained low

The Velotrace

sensor

Figure 1 A midsagittal drawing of the
Velotrace in position with the internal

lever resting on the velum

vowel, the trajectory of the velar move-
ment was higher than in the case of
word contained high vowel. This sug-
gests that there might be some physi-
cal (either aerodynamic or mechanical)
interaction between tongue and velum.
Also, differences which were observed
in the pairs compare the different na-
tures of tones suggest the possible
interaction between the position of lar-
ynx and velum via the root of tongue.
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ABSTRACT
Electrolaryngographic techniques
previously used to quantify larynx
closed quotient (CQ) change with
singing training/experience for adult
males are further applied to a group of
21 adult female singers. This data
suggests that there is a change in the
patterning of CQ variation with
fundamental frequency which correlates
with the number of years singing
training/experience.

1. INTRODUCTION

Professional singers often report that
when their voices are working well less
voice productive effort is required.
Acoustic explanations have been
offered for this effect, particularly the
presence of the singers’ formant (e.g.
{7] and [8]). Electrolaryngographic
larynx measures suggest ([4], [5]) that
for adult male singers there is a
statistically significant positive
correlation between the number of years
singing training/experience and larynx
closed quotient (CQ) -- the percentage
of each vocal fold cycle for which the
folds remain in contact. This is
acoustically plausible since high CQ
values mean reduced loss of energy to
the sub-glottal cavities. This paper
presents CQ data for adult female
singers, and discusses it in terms of its
variation with singing
training/experience. Possible
applications of this work include the
development of new visual displays for
use in research and training of both the
singing and speaking voice.
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2. SUBJECTS AND DATA
Twenty-one adult female singers (F1 -
F21) took part in the experiment. Each
subject completed a questionnaire
relating to her singing training/
experience and other musical skills, as
well as environmental, dietary and
general health factors which she felt
could affect her voice. In this paper,
the subjects have been ordered by the
number of years singing
training/experience, which s
summarised as follows:

F1-FS5 at least 5 years formal training,
extensive choral and solo experience;
F6-F8 less than 5 years formal
training, some choral experience
F9-F10 minimal formal training, some
choral experience;

F11-F15 no formal training, some
choral experience;

F16-F21 no formal training, no choral
experience.

Stereo digital audio tape (DAT)
recordings were made in a sound-
isolated room at University College
London.  The speech pressure
waveform from an electret microphone
was recorded on one channel and the
output from the electrolaryngograph
(Lx) on the other [1]. The recorded
data consisted of: )

1) a read prose passage lasung
approximately two minutes, and

2) a two octave sung major scale,
ascending and descending from G (196
Hz) on the vowel of palm with each

note lasting approximately a third of a
second. (Some of the less experienced
singers were unable to sing a two
octave G major scale accurately and
they were encouraged to produce notes
across as wide a range as possible.)

3. DATA ANALYSIS

The Lx was analysed on a
MASSCOMP 5600 computer system,
using the Speech Filing System [6], to
give a scattergram for each subject’s
sung scale. This scattergram, referred
to as Qx [1], shows the distribution of
CQ values against the logarithm of
fundamental frequency (FO).

The technique of cycle-by-cycle CQ
measurement is described in [3]. Lx
(polarised to ensure increased inter-
electrode current flow is represented as
a vertical deflection) is time-
differentiated and the positive peaks are
used to mark the start of the closed
phase. The closed phase ends when the
negative-going Lx waveform crosses a
fixed ratio (7:3) of the current cycle's
amplitude. The time between the start
of the closed phase in one cycle and the
next gives the fundamental period for
that cycle. CQ is thus given by:
((closed phase) / (fundamental period) *
100) %.

Figure 1 shows Qx plots for the scales
sung by all subjects (F1-F20), ordered
by the number of years’ singing
training/experience.

4. DISCUSSION AND
CONCLUSIONS

The Qx plots for the sung scales by our
adult female subjects (see figure 1) tend
to have CQ values which are confined
within a narrow range for a given sung
note, but vary as the pitch is altered.
The Qx data for our 18 male subjects on
the other hand [5], also based on a sung
two octave ascending and descending G
major scale, tended to exhibit
comparatively constant CQ values with
fundamental frequency, with a
statistically significant correlation
between their mean CQ value and the
number of years’ training/experience.
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A survey of the data presented in the
figure reveals some patterning in the
variation of CQ with FO. Subjects with
more training/experience tend to exhibit
an upward change in CQ with rising FO
(e.g. F1, F2, F5) whilst those with
minimal or no formal training exhibit a
downward trend in CQ with rising FO
(e.g. F10-F17 and F18-F21).
Amongst these data are subjects who
exhibit a mixture of rising and falling
CQ with FO, some in a *V’ shape (e.g.
F9, F16, F17), some with an inverted
‘V’ (e.g. F3, F4) and some with more
than one change in CQ trend with FO
(e.g. F19). Subjects F11 and F13 have
a general downward trend in CQ with
rising FO, but they both show some
much higher CQ values in their upper
FO range. This suggests a change from
a downward CQ trend with rising FO
towards a ‘V’ shape.

Singing ability can be developed with
singing training and to a lesser extent
with singing experience, but the
number of years’ singing
training/experience cannot in itself be
used to quantify a singer’s ability,
excluding as it does considerations such
as those of natural talent. It does,
however, provide a useful indicator.
Singing ability can be viewed as
position along a developmental
continuum (c.f. [9] for children’s
singing), from those with an inability to
‘sing a note in tune’ at one end, to those
acknowledged as having mastered the
art of singing. Singing training and
singing experience are just two aspects
of singing development which
encourage and enable movement along
the continuum.

When our adult female Qx data is
considered in terms of this continuum,
the following trend in the Qx patterning
can be observed. Singers towards the
‘untrained’ end of the continuum
exhibit a definite falling of CQ values as
FO increases, while those towards the
other end have rising CQ values as FO
increases. Thus the tilr of CQ values
with respect to FO appears to give some
measure of position along the
developmental continuum for our adult



female singers. Qx scattergrams for
singers with limited training/experience
are indicative of a development from a
downward tilt towards an upward tilt.
Thus there appear ‘V’ and inverted ‘V’
shaped scattergrams as CQ in only
certain parts of their vocal range is
being increased at that time; these may
relate to register breakpoints.
(Sundberg (8] discusses ‘chest’,
‘middle’ and ‘head’ registers for the
female voice.)

One goal of singing training is to
‘cover’ the register breakpoints to make
them imperceptible. Itis suggested ([8]
and [2]) that more experienced singers
keep the larynx in a lowered position to
cover the tone around the breakpoints.
Untrained singers tend to raise the
larynx in order to attain higher pitches,
in many cases producing a ‘strained’
sound. The smoothly rising Qx
patterns exhibited by our most trained
singers could be the result of keeping
the larynx lowered and the pharynx
open to help cover the breakpoints.
The Qx patterns exhibited by our least
trained singers could result from
inappropriate larynx/pharynx usage, the
*V” and inverted ‘V’ shapes being
considered as intermediate snapshots
along the developmental continuum.
For these singers the voice is beginning
o work efficiently (rising CQ with F0)
over some of the FO range and
elsewhere it is not (falling CQ with R0).
The turning points in the Qx pattern
thus represent voice register
breskpaints. Clearly a true longitudinal
study of these effects is a desirable next
step in this research.
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A PHONETIC STUDY OF OVERTONE SINGING
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ABSTRACT
We describe the phenomenon of
overtone singing in terms of the classical
theory of speech production. The
overtone sound stems from the second
formant or a combination of both the
second and third formants, as the result
of careful, rounded articulation from />/,
via schwa /0/ to /y/ and /i/. Strong nasali-
sation provides, at least for the lower
overtones, an acoustic separation
between the second and first formants,
and can also reduce the amplitude of the
first formant. The bandwidth of the
overtone peak is remarkably small and
suggests a firm and relatively long
closure of the glottis during overtone
phonation. Perception experiments
showed that listeners categorize the
overtone sounds differently from
normally sung vowels.

1. INTRODUCTION

Overtone singing is a special type of
voice production resulting in a very
pronounced, high and separate tone
which can be heard over a more or less
constant base sound. The technique is
rarely used in Western music but in Asia
(especially Mongolia and Tibet) it is
more common and overtone singing can
be heard during secular and religious
festivities. The high tone follows a
chmcteﬁsﬁc musical scale [for instance,
for pitch C3 (130.8 Hz) (- and + indicate
a deviation from the exact tone): C3, C4,
G4, C5, ES;if G5, A5+, C6, D6, E6-,
F6+, G6, G"6+, A6+, B6-, C7....1, from
which it can be concluded that one really
hears an overtone of the fundamental.

The literature contains only a few reports
on overtone singing (1,5,7.8], which
1nd1catq both the importance of formants
and register type. In this paper we

present both an acoustic analysis of
overtone singing and a study to evaluate
the perception of the overtone sounds, in
relation to normally sung vowels.

2. MATERIAL

We have recorded series of sung
overtones from a singer with many years
of experience in overtone singing, both
as a performer and as a teacher. In this
paper we describe the results for an F,
value of 138 Hz (C*3). In addition, 13
Dutch vowels /a/, /o, /21, /o], [e], Iel, 11,
i/, foel, [/, /u/, and /y/, sung in a normal
way at the same F,, were recorded.

3. ACOUSTIC ANALYSIS

The recordings were digitized at a rate of
10 kHz and stored in a computer. From
the middle, stable, part of each recording
300 ms was segmented. Average power
spectra were obtained from FFT analyses
(1024 points, shift 6.4 ms) over this
segment. Formant frequencies were
computed on the basis of appropriate
LPC or ARMA analysis.

3.1. FFT-Spectra

Figure 1 shows the average FFT spectra
of all overtone recordings. Despite the
averaging procedure, the width of each
individual harmonic is limited, indica-
ting the stability of F,, over the interval
(standard deviation of F, was less than
0.1 semitone in all cases‘s. It can be seen
from the shifting peak in the spectra that
overtone singing seems interpretable as a
special use of a formant. Obviously, the
singer tries to match a formant with the
intended overtone frequency and
succeeds very well,

Level (dB SPL)

i 2 3 4 5

Frequency (kHz)

FIG. 1. Average FFT spectra for overtone sounds, sung at F, = 138 Hz (C# 3). The
overtone sounds are numbered according to the main partial involved.

3.2. Formant frequency analysis

In Fig. 2 we present formant frequency
results for both the overtone sounds and
the sung vowels in the Fy - F; plane. The
figure shows two modes in the produc-
tion: firstly, the overtone sounds 4-6
around /u/, and secondly, the track from
/=1 to fi/.

In the first mode, it can be seen from the
FFT-spectra that there is energy
absorbtion around 400 Hz, indicating a
strong nasalisation. The characteristic
overtone sound resides in the second
formant, as others [1,8] had already
suggested. The bandwidth of the second
formant is very narrow and, especially
for the lower overtones, seldom exceeds
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40 Hz. This indicates little acoustic
damping in production: firm glottal
closure and small losses in the vocal
tract. All these characteristics indicate a
low, rounded, nasalised, back vowel /i/
or /o/ (low F; and Fy, a nasal pole/zero
pair, and suppressed F3 [3]).

The second mode in the production of an
overtone sound, applies for overtone
frequencies higher than 800 Hz. The
main peak of the spectrum still rises in
tune with the intended overtone
frequency and is interpreted as a combi-
nation of F5 and F;. It may be of interest
that the singer explains this series of
overtones with the articulatory variation



FIG. 2. F; - F, plane for stimuli
o2 = sung at F, = 138 Hz, with
- 3: - positions of the vowels (IPA
: symbols) and overtone sounds
ot (represented by the number of the
N corresponding partial).
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during the word ‘worry". It is known,
already from the Peterson and Barney
data, that in a retroflex /t/ the F3
frequency can be remarkably low and
can approach the F; frequency. This has
also been mentioned by Stevens (1989),
especially in combination with
liprounding, while Sundberg (1987)
mentioned the effect as the acoustic
result of a larger cavity directly behind
the front teeth.

Fo; the higher overtone sounds, the
articulation comes near /y/ and /i/, where
continued lip rounding makes it possible
to bring Fﬁand F3 together [4), although
for the highest overtones a subtle lip
spread may be needed to reduce the front
Cavity to a minimum,

3.3. The glottal factor
"'I‘he very narrow bandwidth of the
overtone formant” suggests a good and
long glottal closure. We believe that the
singer used modal register, with a rela-
tively long glottal closure, originating
from a firm glottal adduction. This
hy;pfothesm does not exclude that
pertormers may use the vocal fry register
as well [7]. In all cases, the lor?gy glo%ltal
closure requires a strong adduction of
the vocal folds, which could easily result
In general muscular hypertension in the
pharyngeal region. This may relate to the
prominent role of the buccal cavity,
suggested by Hai (1991).

2
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3.4. Intensity analysis

Up to an overtone frequency of 1.5 kHz,
the overtone harmonic has a stable rela-
tive intensity of -10 dB relative to over-
all SPL, and dominates the spectrum.
For higher frequencies, the relative level
of the overtone harmonic sharply drops
with a slope of about -18 dB/octave.

4. THE PERCEPTION OF
OVERTONE SINGING

4.1. Material, listening experiment,
and analysis

As stimuli we used the combined set of
14 overtone sounds and 12 Dutch
vowels. From these stimuli we used the
same segment (300 ms) as had been used
for the acoustical analyses, but we
shaped the first and final 25 ms
sinusoidally to avoid the perception of
clicks. In a computer-controlled
experiment, these stimuli were judged by
fifteen listeners on ten 7-point bipolar
semantic scales. Further details of

‘semantic scales will be presentedin a

forthcoming paper. The judgements were
analyzed by means of multidimensional
preference analysis MDPREF [2]. In the
technique of MDPREF a stimulus space
is constructed in which distance corre-
sponds to perceptual (dis)similarity.

4.2. The perceptual stimulus space
The plane of the first two dimensions of
the stimulus space is shown in Fig. 3.
41 % of the total variation in the judge-
ments was

o FIG. 3. The perceptual stimulus
4 . | space. The overtone sounds are
Q vowels given by the number of their
m overtone sounds . .
3l 14 corresponding partial, the vowels
) by their IPA symbol.
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explained in this plane, while higher
dimensions each explained less than
6.3 %.

The overtone sounds and normally sung
vowels are perceptually separated clus-
ters. The vowels are situated roughly in a
triangle, with the cardinal vowels /i/, /u/,
and /a/ at the angles. The overtone
sounds are roughly ordered according to
their harmonic number, although the
stimuli numbered from 4 to 10 can be
described as a cluster. This probably
relates to the constant relative energy of
the overtone harmonic for this set. The
direction of the overtone sounds is, from
the lower to the higher numbers, about
the same as from /u/ to /i/, as may be
expected from the relation between
harmonic numbers and F, frequency
values.

4.3. A physical description of the
perceptual stimulus space

We attempted to match the perceptual
stimulus space with multidimensional
physical descriptions of the stimuli
[formant frequency space (see Fig. 2),
1/3-octave bandfilter energy space both
by means of the Plomp metric and the
Klatt metric [2,6]]. These attempts were
not successful (low correlations between
coordinate values along dimensions)
because of the division into two clusters
of the stimulus space, for which these
metrics do not present an explanation.

Some additional perceptual sensitivity to
the very small bandwidth of the
“overtone formant", which clearly physi-
cally separates overtone sounds and
normally sung vowels, seems necessary
to explain the results.

6. REFERENCES

[1] BARNETT, B.M. (1977), "Aspects of vocal
multiphonics”, Interface 6, 117-149.

[2] BLOOTHOOFT, G. and PLOMP, R. (1988),
"The timbre of sung vowels", JASA 84, 847-860.
[3]1 FANT, G. (1960), " Acoustic theory of speech
production” The Hague: Mouton.

[4] FUJIMURA, O., and LINDQUIST, J. (1970),
"Sweep-tone measurements of vocal tract char-
acteristics”, JASA 49, 541-558.

[5] HAI T.Q. (1991), "New experiments about
the Overtone Singing Style", Proc. Conference
‘New ways of the voice’, Becangon, 61.

{6] KLATT, D.H. (1982), "Prediction of per-
ceived phonetic distance from critical-band
spectra: a first step”, Proc. ICASSP, Paris, 1278-
1281,

[7]1 LARGE, J. and MURRY, T. (1981),
"Observations on the nature of Tibetan chant”, J.
of Exp. Research in Singing 5, 22-28.

{8] SMITH, H., STEVENS, K.N,, and
TOMLINSON, R.S. (1967), "On an unusual
mode of chanting by certain tibetan lamas”,
JASA 41,1262-1264.

[9] STEVENS, K.N. (1989), "On the quantal
nature of speech”, J. of Phonetics 17,345,

[10] SUNDBERG, J. (1987), “The science of the
singing voice", Dekalb: Northern Illinois Univer-
sity Press.

17



SOME CROSS LANGUAGE ASPECTS OF
CO-ARTICULATION

Robert McAllister and Olle Engstrand

Institute of Linguistics Stockholm, Sweden

ABSTRACT

The work reported in this paper con-
cerns som temporal aspects of vowel dy-
namics in English, French and Swedish.
The language specific auditory effects of
dynamic complexity and direction of
tongue movement are starting points for
a study of VCV sequences in these three
languages using dynamic electropalato-
graphy. Tongue movement is compared
between the three languages. Results
support the assumtion that differences in
auditory impressions of vowels in
Swedish and English are dependent on
differences in the timing of similar artic-
ulatory events whereas French seems to
employ quite different articulatory
strategies.

1. Introduction

This paper is a brief progress report on
research activities in connection with the
ACCOR project (Ariculatory-Acoustic
Correlations in Coarticulatory Processes:
A Cross-Language Investigation) which
is part of ESPRIT’s Basic Research Ac-
tion program. The work being reported
on here is focused on articulatory dy-
namics in VCV utterances and, in partic-
ular, vowel dynamics in these
sequences. In many dialects of English,
high vowels such as /i/ and /u/ are heard
to glide from a somewhat centralized
towards a more cardinal vowel quality.
The comresponding Central Swedish
vowels tend to display a more complex
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dynamic behavior with a final offglide
from cardinal to centralized. In French,
on the other hand, these vowel colors
sound essentially constant. These lan-
guage specific, auditory effects are quite
characteristic. From a cross-linguistic
point of view, these dynamic patterns
tend to typify a phonetic typology based
on two continuous dimensions: 1) dy-
namic complexity (monophthongal,
diphthongal, triphtongal, ..), and 2)
direction of movement (offgliding, on-
gliding). Among the languages men-
tioned above, French would
approximate the dynamically less com-
plex type, whereas English and Swedish
would approximate the dynamically
more complex type; and English would
approximate the ongliding type, whereas
Swedish would approximate the offglid-
ing type.

From a motor control point of view, it is
of some interest to explore the articula-
tory means employed to bring about
these effects. It might be assumed, in
particular, that differences in perceived
vowel dynamics between some lan-
guages (perhaps English and Swedish)
are brought about essentially by means
of different relative timing of onsets and
offsets of parallel activity in the articula-
tory and phonatory subsystems, whereas
the activity pattern in each particular
subsystem varies less between the lan-
guages; other languages (perhaps
French) might employ a different articu-



latory scheme altogether. In this paper,
we present some preliminary electropa-
latographic (EPG) data relevant to this
question.

2. METHODS

We used the EPG system available at
Reading to record a set of vowel-con-
sonant-vowel (VCV) utterances, form-
ing all possible combinations of V=/i,a/
and C=/p,b/, spoken by an Australian
English, a French, and a Swedish
speaker. The English and Swedish
vowels belonged to the set of tense
vowels; the French vowel inventory has
no tense vs. lax distinction. Randomly
ordered lists of these combinations were
read several times by each speaker.

3. RESULTS

We will limit this report to some results
on the sequence /ipi/ as produced by the
three speakers. Figure 1 shows number
of activated electrodes (out of a total of
62) at various points in time for English
and Swedish; from left to right: a)

acoustic onset of V1, b) maximum num-
ber of activated electrodes during V1, ¢)
acoustic offset of V1, d) minimum num-
ber of activated electrodes (for English =
acoustic /p/ release, e) (only Swedish)
acoustic /p/ release, f) maximum number
of activated electrodes during V2, g)
acoustic offset of V2. For French, where
no clear maxima or minima could be
discerned, the triangles correspond to a)
acoustic onset of V1, b) acoustic offset
of V1, ¢) acoustic /p/ release, d) acoustic
offset of V2. Acoustic segments corre-
sponding to /i/1, fp/ and fi/2 are indi-
cated at the bottom of the figure for each
subject. The data represent averages of 5
repetitions of the test utterance. The
Swedish data are shown by filled
squares, the English data by filled
circles, and the French data by triangles.
These symbols are connected by straight
lines. The data are aligned to the point in
time where there is a minimum number
of active electrodes for all three subjects.
This point also corresponds to the /p/ re-
lease for the Australian English and the
French subject. When the data are syn-
chronized in this way, the similarity be-

1 Swedish

+

q English

— French

Figure 1. Number of activated EPG electrodes at different points in time during the production
of the utterence /ipV by an Australian English (circles), a Swedish (squares) and a French
speaker (triangles). Below: segment boundaries between the vocalic portion of /1, and V2.
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tween the overall English and Swedish
contours, and the difference between
these and the French contour, are evi-
dent. In particular, the English and
Swedish data both display a deep
"trough” in the electrode activation pat-
tern, corresponding to a relaxation of the
tongue position roughly coinciding with
the consonant; the tendency to such a
trough in the French pattern is to weak
to be statistically significant.

There is, however, a clear difference be-
tween the English and the Swedish con-
tours. In the Swedish contour, most of
the vowel offglides fall within the vo-
calic segments, whereas they mostly fall
outside the vocalic segments in the Eng-
lish contour. In other words, the troughs
in the respective EPG pattern are differ-
ently timed relative to the acoustic seg-
ment boundaries; the minimum number
of activated electrodes occurs at the
middle of the consonant segment in the
Swedish subject, and at the C/V2 bound-
ary in the Australian-English subject.
These differences are thus due to a
different relative timing between the
tongue articulation underlying the EPG
activation patterns and the parallel labial
and glottal activities.

4. DISCUSSION

In summary, this limited data set sup-
ports the assumption that the difference
in perceived vowel dynamics between
English and Swedish can be primarily
brought about by means of different
relative timing of onsets and offsets of
activity in the articulatory and phonatory
subsystems, whereas French seems to
employ a quite different articulatory
scheme. In French, the auditory impres-
sion of a constant, non-dynamic vowel
quality seems to correspond to a con-
stant articulatory position throughout the
fipi/ sequence. This also shows that the
presence of a trough in a VCV sequence
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is language specific rather than universal
[4], and that its timing relative to acous-
tic boundaries is related to characteristic
dynamic properties of vowels in the re-
spective languages. A further factor
possibly contributing to the presence of
troughs in vowel-symmetrical utterances
in English and Swedish is related to con-
ditions on aspiration as discussed in [3]
and [1] [2]. In particular, the acrody-
namic requirements on the production of
the stressed, aspirated /p/ release would
include a relatively wide vocal tract (cf.
[5D, a condition met when the high
vowel position is temporarily relaxed. In
French, where voiceless stops are not
aspirated, or considerably less aspirated,
this adjustment would not be necessary.
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INTRODUCTION

La parole et I’écriture sont deux activités
a finalité sémiotique mobilisant chacune
différents niveaux de traitement de
I’information.

Les recherches issues notamment de la
neuropsychologie et de la psychologie
cognitive [1, 2 et 6] ont montré, qu’entre
le traitement sémantique et les sorties

ABSTRACT

This research aims to analyze the spatial
context effects on the timing of
handwriting. Results show that the
duration of phases of a given letter is
influenced by the size and the direction
of rotation of the following letter. This
finding suggests, in the same manner as
for speech, the existence of anticipatory

processings. motrices, intervenaient plusieurs modules
| cm 1
N — séquence spatiale
[ Q Q
3|/
! &/ &
0
[ 2
Vxy
Vmax=265 mnys
0 1 2 265
Phase 1  Phase 2 temps

Fig. 1 Phases temporelles du € déterminées a partir des minima de vitesse (exemple du
couple € n).
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de contrdle, organisés hiérarchiquement,
ayant pour fonction d’analyser, de
transformer et de transmettre
sériellement I'information d’un niveau a
un autre. Par ailleurs, le déroulement
continu des séquences motrices suggere
une activation en paralltle de ces
différents niveaux, ce processus
permettant, en cours de mouvement, une
préparation anticipée des séquences
motrices restant a réaliser [5]).

Ce fonctionnement modulaire, 2 la fois
sériel et paralltle, a fait I’objet de
nombreuses investigations expéri-
mentales certaines d’entre elles plus
particuli¢rement centrées sur les
phénomenes d’anticipation motrices
observés avec des contextes inter-
graphé¢me ou inter-phone¢me différents
[3, 4].

C’est ainsi par exemple que les
courbures, la taille et la durée de
I’écriture d’une méme lettre sont
modifiées en fonction de la position de
cette lettre dans le mot [7] et de la forme
de la lettre suivante [4].

Les travaux de Perkell [3] mettent en
évidence des phénomenes similaires. Les
phases composant le mouvement de
protusion des I&vres destiné a produire
une voyelle arrondie [u] varient en
fonction de la partie consonantique
précédente (CCV ou CV). La durée de la
premitre phase (“phase lente”) augmente
dans la situation CCV (look-ahead
model)par contre la deuxizme phase se
produit 2 date fixe (time-locked model)
par rapport au début acoustique de la
voyelle, ce qui conduit Perkell & proposer
un modele composite (hybrid model).
Notre recherche sur 1’écriture se situe
dans le cadre de cette discussion
théorique. Elle vise 2 analyser dans le cas
d’une coproduction de deux lettres (£ &,
L e, &n) les effets du changement de
taille des lettres (£ 2 — 2e) et du
changement du sens de rotation des
mouvements (£e-€n) sur le
déroulement temporel des différentes
phases composant la premiére lettre (£ ).
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2. EXPERIENCE

2.1 Sujets

L’échantillon est constitué de 5 sujets
adultes tous droitiers manuels et 4gés en
moyenne de 24 ans.

2.2 Matériel

Les mouvements d’écriture sont réalisés
sur une tablette graphique Numonics
2202 pour la saisie des coordonnées
orthogonales de la position d’un stylo
électronique (fréquence d’échantillon-
nage 200 Hz, précision, 0.2 mm).

2.3 Procédure expérimentale

La tache a consisté A écrire en cursive les
paires de lettres “2 ¢ ™, “2@” et “2n”.
Les sujets devaient reproduire 3 vitesse
normale les couples de lettres en essayant
de suivre le plus précisément possible un
modele transcrit sur la tablette graphique
et correspondant & un enregistrement
préalable de leur écriture naturelle. La
taille des lettres €tait de 1 cm pour le “@”
et le “n” et de 2.5 cm pour le “€”. Le
démarrage et 1’arrét du mouvement
avaient lieu sur la tablette Chaque couple
de lettres a été reproduit 40 fois. L’ordre
de passation des séries a été
contrebalancé d’un sujet 2 un autre.

2.4 Recueil des données.

Un programme informatique permet le
calcul et le tracé du profil de vitesse
(lissé par fonction spline) en
correspondance avec le tracé xy
(figure 1). Pour chaque couple de letres
on a déterminé sur le profil de vitesse, &
partir des limites données par les minima
de vitesse, la durée des deux phases
temporelles du “£”. La phase 1
correspond au déplacement “ascendant”
du stylo (up-stroke) et la phase 2 au
déplacement “descendant” (down-stroke)
(cf. Fig. 1). Pour le couple “2 £” le
relevé des durées a €té€ effectué sur le
premier “€ ™. Sur les 40 essais enregistrés
seuls ont été retenus les 20 essais
présentant une reproduction précise du
modele d’écriture.



phase 1

550

450 |-

350~

] phase2

ee Le

Fig. 2 Durée des phases 1 et 2 (en ms) du 2 en fonctions de la nature de la lettre
suivante : £ (identique), e (différence de taille), n (différence de taille et de

sens de rotation).

RESULTATS

On a calculé pour chaque couple de
lettres et pour chaque sujet la durée
moyenne des deux phases du “€”. Les
données ont été traitées globalement par
analyse de la variance et par le t de
Student pour les comparaisons par paires.
Les résultats apparaissent sur la figure 2.
On constate une relative stabilité de la
durée de la premidre phase du “€”
(F(2,4) = 1.04 non significatif a .05). Par
contre la durée de la deuxie¢me phase
augmente en fonction des
caractéristiques de la lettre suivante
(F(2,4) = 17.34 p <.01). Cette
augmentation estt moins importante pour
“ge” c’est A dire lorsque le changement
porte seulement sur la taille que pour
“€n” qui présente 2 la fois changement
de taille et de rotation.

CONCLUSION

Comme pour la parole [3] on constate
que les contraintes contextuelles ont un
effet différencié sur le déroulement
temporel des phases des mouvements
d’écriture.

La stabilité temporelle de la premiére
phase du “£” semble indiquer qu’il
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en

s’agit d’une phase préprogrammée du
mouvement. Le caractere prédictif du
déplacement effectué au cours de cette
phase et le faible temps dont dispose le
contrdle rétroactif pour traiter et ajuster
la trajectoire suggerent 1’existenced’un
contrdle proactif de cette partie du
mouvement.

Par contre I’augmentation de la durée de
la deuxieme phase lors du changement de
taille et/ou du changement de sens de
rotation semble correspondre & une
charge attentionnelle dont le systéme
moteur est dispensé lorsqu’il s’agit de
reproduire deux lettres identiques. Cette
augmentation de temps n’est pas due d
un contrdle sensoriel de la réalisation de
cette phase qui ne présente aucuné
difficulté supplémentaire par rapport &
celle rencontrée en “2 & . Elle parait
plutdt relever d’une anticipation destinée
a ajuster la préparation de la lettre
suivante.celle-ci étant d’autant plus
cofiteuse pour le systéme moteur que le
nombre de paramétres spatiaux 3 traiter
est élevé (taille ou taille et sens de
rotation).
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ABSTRACT

In order to investigate the special tech-
niques for voice production used by ac-
tors on stage, recordings have been
made of two actresses. Fundamental
frequency distribution analysis has
shown: firstly, that there are different in-
dividual speech production strategies
used by different actors; secondly, that a
common feature appears to be the con-
scious exploitation of variability in fun-
damental frequency in stage speech
styles; thirdly, that narrowing the range
of Fo distribution appears to be a useful
technique for creating intimacy, e.g. in
order to give an illusion of whispered
speech on stage.

1. INTRODUCTION

Speech as it is produced by actors on
stage, before a larger audience and
without amplification, requires an extra
level of distinctiveness in order to carry
a message all the way to the back row of
the theatre. This cannot be done simply
by raising your voice because that would
unable the actor to work with speech
nuances and sensitivity in an optimal
manner. The actor must use special tech-
niques for speech production, that must
not be detected by the audience. These
must also allow a range of expression
necessary for creating an illusion of real
life.

The purpose of the work reported here is
to investigate some of the phonetic

aspects of speech on stage as compared
to other normal speech styles. Two
different modes of stage speech have
been studied: that of the normal tone of
voice as in ordinary dramatic discourse,
and that of the lower tone of voice, i.c.
the somewhat retracted voice quality
used to give an illusion of whispering.
Tllusion is a key-word in this case since
a “real” whisper would not be possible
to perceive in most theatrical situations.

This work is the beginning of a series of
studies of stage-speech, aimed at deter-
mining the relevant phonetic parameters
of this kind of speech production. The
present report deals with the use of fun-
damental frequency. Other analyses
have been done, including the measure-
ment of acoustic vowel space utilization
and long-time average spectrum
(LTAS). Results from these analyses
will be reported at the XIIth ICPhS in
Aix-en-Provence, in August 1991.

2. METHOD

Since the acoustic characteristics of the
theatre-room is essential to the choice of
strategy for voice production [1], the
speech material was recorded on s'tage,
in a small theatre in Stockholm, dunng_a
performance specially arranged for this
purpose.

Two actresses were recorded, both with

professionally trained voices, each per-
forming the same piece of text three

times using different speech styles; in
turn; No 1 - normal stage speech style,
as in ordinary dramatic discourse, No 2 -
so called “stage whisper”, and No 3 -
normal person-to-person conversational
speech style.

3. ANALYSIS

Shorter sequences of text, approximately
20 — 25 sec long, were chosen to be an-
alyzed in order to study the acoustic
characteristics ot the three speech styles,
respectively. Fundamental frequency
was extracted and histograms showing
Fo distribution were drawn, by means of
the computer program SWELL [2].

4. RESULTS

Since the two actresses are using some-
what different production strategies, the
data will be presented “within subjects”,
with comparisons made between the
three speech styles for each subject sep-
arately. There are, however, in an inter-
subject comparison, some common
features concerning the ways in which
fundamental frequency is distributed.
These will be commented on in the con-
cluding remarks.

4.1 Fo distribution within subjects

4.1.1 Subject BA

For style No 1 (fig B1) the histogram
shows a total Fo distribution range of
roughly 100—390 Hz. Mean value: 222
Hz. Mode: 169 Hz. Standard deviation:
52.9 Hz. The histogram contour forms a
neatly gathered figure where the dis-
tribution is rather evenly spread mainly
between 150 and 290 Hz, and it has a
somewhat flatter slope towards the
higher frequencies.

In style No 2 “stage whisper” (fig B2)
the Fo range is less extended, mainly
covering the area between 120 and 360
Hz. Mean: 208 Hz. Mode: 206 Hz.
St.dev: 38.9 Hz. This configuration has

a triangular shape similar to that of nor-
mal speech, with a slightly flatter slope
towards the higher frequencies. The
mostly favoured frequencies in this style
lie between 160 and 260 Hz.
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Figure B1. Extracted Fg {in Hz) of normal
stage speech (subject BA). Mean: 222 Hz.
Mode: 169 Hz. St.dev: 52.9 Hz.
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Figure B2. Extracted FQ (in Hz) of stage
whisper (subject BA). Mean: 208 Hz. Mode:
206 Hz. St.dev: 38.9 Hz.
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Figure B3. Extracted FQ (in Hz) of normal
conversational speech (subject BA). Mean:
185 Hz. Mode: 188 Hz. St.dev: 36.8 Hz.
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Style No 3 (fig B3) has a total range of
about 100—380 Hz, though it is mainly
concentrated to frequencies between 140
and 280 Hz. Mean: 185 Hz. Mode: 188
Hz. Stdev: 36.8 Hz. The pattern of
spreading is almost identical to that of
the stage whisper (fig B2). The main
difference between styles No 2 and 3
lies in the frequency levels being used.
This could be described as stage whisper
having a frequency downshift of about
20 Hz, compared to normal conver-
sational speech.

4.1.2 Subject GN

For style No 1 (fig G1) the Fo distribu-
tion covers a total range of 100—350 Hz
but is mainly concentrated to frequen-
cies between 130 and 270 Hz. Mean:
186 Hz. Mode: 155 Hz. St.dev: 45.5 Hz.
The histogram displays a tendency
towards a bimodal structure where the
Fo distribution appears to be divided
into two peaks, one around 160 Hz
(close to the mode value) and the other
around 260 Hz. For this subject, how-
ever, there is no evidence of perturba-
tions such as diplophonia or switches
between modal and loft registers. The
histogram  configuration thus pre-
sumably demonstrates one impact of an
individual speech strategy.

In style No 2 “stage whisper” (fig G2)
the Fo range is less extended, roughly
covering 100—260 Hz, and with its
main distribution concentrated to the
arca between 130 and 230 Hz. Mean:
173 Hz. Mode: 138 Hz. St.dev: 34 Hz.
The contour of this histogram has a very
steep slope from around 140 Hz (i.e.
about mode value) down to 120 Hz. The
slope towards higher frequencies is
much flatter.

Style No 3 (fig G3) has a total range of
about 100—300 Hz; distribution mainly
concentrated between 140 and 260 Hz.
Mean: 195 Hz. Mode: 160 Hz. Stdev:

37.3 Hz. In this style, the normal con-
versational speech, there seems to be a
slight tendency towards the same kind of
bimodal structure as could be seen in
style No 1. This is, however, not as ob-
vious in the normal speech as in the
stage version. The appearance of the
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Figure G1. Extracted Fo (in Hz) of normal
stage speech (subject GN). Mean: 186 Hz.
Mode: 155 Hz. St.dev: 45.5 Hz.
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Figure G2. Extracted Fo (in Hz) of stage
whisper (subject GN). Mean: 173 Hz. Mode:
138 Hz. St.dev: 34.0 Hz.
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Figure G3. Exiracted Fo (in Hz) of normal
conversational speech (subject GN). Mean:
195 Hz. Mode: 160 Hz. St.dev: 37.3 Hz.

28



same distributional patter in both styles
may support the image of the individual
production strategy for this subject.

5. DISCUSSION

Subject BA uses a slightly wider total
range of fundamental frequency in her
normal stage speech but the effectively
utilized range in this style is about as
wide as that of her normal conver-
sational speech (table BA). For the stage
speech, however, Fo appears to be some-
what higher (+10 Hz) throughout. The
mean value here is relatively much
higher, and so is the standard deviation
which gives evidence of a much greater
variability of fundamental frequency in
the normal stage speech style.In her
whispered style, on the other hand, the
effective Fo range is much narrower.
Mean and mode values are almost the
same, and standard deviation is much
smaller. This also indicates less variabil-
ity in whispered as opposed to normal
stage speech.

Subject GN is consistently using a wider
Fo range in her normal stage speech,
totally as well as effectively utilized
(table GN). Mean and mode values are
somewhat lower in both her stage
speech styles than in her normal conver-
sational style. The standard deviation is
higher in her normal stage speech,
giving evidence of a greater variability
in this style. In her whispered style the

Table BA

Style Mean Mode St.dev Total
range
100-390
120-360
100-380

Effect.
range
150-290
160-260
140-280

No1 222 169 529
No2 208 206 389
No3 185 183 368

Table GN

Style Mean Mode St.dev Total  Effect.
range range
100-350 130-270
100-260 132-230

100-300 149-260

No1 186 155 455
No2 173 138 34.0
No3 195 160 373
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Fo range is more compressed, and the
mean and mode values are much lower
(roughly —20 HZ) compared to her nor-
mal conversational speech.

Using a wider range of Fo usually ap-
plies to normal conversational speech as
well when the speaker wishes to empha-
size or distinguish something in the
spoken message. It is therefore not sur-
prising to find that this appears to be
systematically used in stage speech.
Decreasing the Fy range appears to be an
effective way of establishing a more in-
timate speech character, in order to cre-
ate an illusion of whispered speech. In
addition to this, as a recurrent theatrical
technique, visual means of conveying
the message are being used, such as pos-
ture and bodily behaviour, which are
crucial elements in stage acting.
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ABSTRACT

The rich consonantal system of Irish
offers a testing ground for the hypothesis
that the phonology of a specific language
may constrain otherwise (presumed) uni-
versal coarticulatory tendencies. Articu-
latory and acoustic measures of coartic-
ulation for VCV sequences are presented,
where V = each of 5 tense vowels, and
C = voiced stops for each of 6 contrasting
places of articulation (involving primary
and/or secondary places of articulation).
Results do in general support the hypo-
thesis; coarticulation of Irish stops is very
limited when compared with known data
from other languages. Such coarticula-
tion as was found, tended to be carryover
rather than anticipatory. Fairly extensive
acoustic (but not articulatory) evidence
for coarticulation was found for /g/. F2
for articulations in this region may be
particularly sensitive to lip rounding.

1. INTRODUCTION

Irish (Gaelic) stops offer a means of
testing the hypothesis that a phonological
system with a large number of contrasts
will constrain the extent to which -coar-
ticulation is "allowed". The consonantal
system of Irish involves a dichotomy into
a palatalised series (phonologically sym-
bolised with /'/) and a velarised series of
segments. The opposition of palatalised
and velarised pairs may involve simply
the secondary articulation (e.g., /b, b'/ =
[b7, bi)), the pri articulation (e.g.,
/g.gl=13, g]; a combination of both
(e.g.,/d,d/=[d7,di]). Given thatIrish
has a six way contrast, one would predict
that coarticulation for these stops would
be much more limited than in a language
with, say, a three way contrast.
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2. METHODS AND MATERIALS

Recordings were of evenly stressed
VCV utterances, where C = one of the
stops /b', b, d', d, g, g/ and V = one of
the tense vowels /i, e, a, 0, u/, spoken by
a male speaker of Connemara Irish. Two
separate recordings were made; one with
simultaneous EPG and speech waveform,
and a second high quality acoustic
recording, on which our spectrographic
measurements are based. In the latter,
there were five repetitions of each conso-
nant in each vocalic environment, ie. a
total of 750 items. The EPG recording
was similar excepting the omission of
labial consonants.

From our spectrograms we measured
in each instance the frequency of F2 at
the following four points: the V1 steady
state, the V2 steady state, the endpoint of
the transition from V1 to the consonant
which we term locus1 (L1), and the
starting point of the transition from con-
sonant to V2, which we term locus2
(L2). Our ures were intentionally
modelled on those used in Ohman's clas-
sic study of coarticulation [3], and our re-
sults are compared below with some of
his. In the EPG data we measured the
contact pattern at the first frame for
which there was evidence of full closure
(C) and at the last frame for which there
was full closure prior to the consonant’s
release (R). As for the velar stops, the
occlusion was further back than the last
row on the palate, points C and R were
determined from the acoustic recording.

3. RESULTS

3.1 Articulatory measures

The results largely support our hypo-
thesis. Fig. 1 illustrates the frequency of
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Fig.1. % contact EPG row for /d', g, g/ of Irish at time point C. Contexts:

o - -a=[i-if,—— =

EPG activation per row for /d', g, g/ at
point C in the symmetrical vowel
contexts /i-i/, /a-a/ and [u-u/, which
serve to illustrate the maximum likely
range of coarticulation. (Note that row 1
of the EPG palate corresponds to the
dental region, and row 8 to the back of
the hard palate.) Data for the dental /d/
in the first two of these environments is
similarly shown in Fig. 2 along with
roughly comparable data for dental stops
in French and Italian, taken from [2].
The comparison gives only a general im-
pression of differences, as the data for the
latter two languages differed somewhat
from the Irish. They involved voiceless
consonants measured in / 'bVtV/ words.
Furthermore, the low vowel has a more
front quality in these languages.

Some coarticulation does occur for
the Irish stops. For /g'/ and for /g/
(insofar as one can determine from the
limited contact pattern in the latter) the
primary place of articulation appears to
be more advanced in /i-i/ as compared
to /u-u/ and /a-a/ environments. For
/g'/ the front of the tongue forward of the
constriction is also relatively higher in
the /i~i/ context. A greater raising of the
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/a-a/ and »— = [u-u/.

tongue front can also be observed for /d'/
in this environment. Of the four stops,
/d/ exhibited least coarticulation. For
all, the difference is negligible by time
point R: the /i-i/ and /u-u/ environ-
ments yield almost identical contact pat-
terns, whereas a slightly lower tongue
body is in some cases observed in the
/a-a/ environment.

Fig. 2 illustrates the striking lack of
coarticulation in Irish /d/, as compared
to the other languages. For Italian and
French, the tongue front would appear to
be much higher in the /i-i/ than in the
/a-a/ environment (as can be deduced
from the relative degree of EPG activa-
tion in rows 4 to 8). The tongue body
behind the primary constriction is free to
coarticulate to the vowel's configuration.
This contrasts sharply with the Irish pat-
tern, which shows virtually no contextual
difference for these rows. In French, the
primary place of articulation is also af-
fected by the vocalic context: one would
infer a lamino postalveolar articulation in
/i-i/, as compared to a more apical
dental-alveolar articulation in the fa-a/
context. In Irish, the differences that
emerge in the three anterior rows of the

HO»EZON R

=3

FRENCH ITALIAN

2

Fig. 2

3 3
EPG row
% contact per EPG row for dental stops: /d/ in Irish; /t/ in French and

Italian. Contexts: o- - -0 = /i-i/ and ——— = /a-a/ (Irish) and /a-a/
(French and Italian). Further differences in contexts are explained in text.
French and Italian data from Farnetani et al. [2].
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palate suggest a greater depression of the
tongue blade in the /i-i/ context. This is
the opposite of what might be expected if
coarticulation were to occur, and sug-
gests considerable coarticulatory resis-
tance for this stop. Note that in terms of
primary and secondary articulation, the
dental phoneme of French occupies about
the same phonetic space as the dental and
postalveolar phonemes of Irish.

The asymmetrical vowel contexts
permit inferences on the direction of co-
articulation. Carryover coarticulation is
clearly dominant. V1 effects are seen at
time point C but only marginally at time
point R. V2 appears to have little effect
at either point. Even in the symmetrical
vowel contexts, differences noted at time
point C were largely absent at point R.

3.2 Acoustic measures

The acoustic measures also suggest
considerable constraint on coarticulation.

kHz Irish
L1
ZL o
d"—'_‘\‘___}/'
[ b'l—‘¢\'\*\4
1 di""'{‘\\' i
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L2

o
©
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Fig. 3 shows overall averages for L1 and
L2 as a function of V1 and V2
respectively. This shows the correlation
between L1 and V1 (or between L2 and
V2). As the vowels are arranged in the
order of descending F2, coarticulation
would be indicated by a negative slope
for the line connecting L averages: the
steeper the slope, the greater the degree
of coarticulation to the "near" vowel.
The range of variability in L1 (or L2) due
to the transconsonantal vowel is also
shown by the vertical lines which run
through the average values. For exam-
ple, a longer line for L1 reflects a greater
degree of coarticulation to V2. The same
would hold for L2 ranges as a reflection
of carryover V1 influence. The right
hand panel in this figure shows similar
data for Swedish, calculated from
Tables IT and IV in [3]. The two sets of
data differ in that for Swedish, only
rounded vowels were used. Ohman esti-

kHz Swedish
L1

Fig.3 L1 average values as a function of V1 (upper panels), and L2 averages as 2
function of V2 (lower panels). Vertical lines through average values show
range of variation in any VC- (or -CV) sequence as a function of the
transconsonantal vowel. Swedish data calculated from Ohman [3].

mated that if the near vowel is kept
constant, an L1 or L2 range of over
100 Hz can with confidence be attributed
to a coarticulatory influence of the
transconsonantal vowel.

Locus variation is very limited in
Irish, as comparison with Swedish shows.
Considering first the effects of the near
vowel, one can see major locus shifts in
Swedish (i.e. L1 varies greatly with V1;
L2 covaries with V2). In Irish, a much
more limited coarticulation is found for
L1 as a function of V1. Only with /g/ is
the extent striking. There is virtually no
evidence of L2 coarticulation to V2.

The effect of the transconsonantal
vowel is also generally very limited in
Irish, judging by the length of the vertical
lines. The velar stop is again the excep-
tion. Note also the marked difference in
directionality: L2 ranges (for /g/) are
large, showing the carryover effect of
V1; L2 ranges are typically v re-
stricted (for all stops, including /:%, in-
dicating a general absence of anticipatory
coarticulation. The average range of lo-
cus variation (L1 and L2) as a function of
the transconsonantal vowel is 122 Hz for
all the consonants (97 Hz if one omits L2
of /g/). Ohman gives a comparable aver-
age of 280 Hz for the Swedish data. This
is very close to that obtained in this study
for L2 of / g/, which was 290 Hz.

Taking both the effects of the near
and the transconsonantal vowel into ac-
count one can observe that F2 locus val-
ues are much more unique for the Irish
stops than for the Swedish. As pointed
out by Ohman, for a given VC- (or -CV)
sequence, there is typically considerable
overlap of locus values, particularly for
Swedish /d/ and /g/. The only striking
case of overlap in Irish is for /g/ and /b/
when V1 = /o/or /u/.

4. CONCLUSIONS

Both the acoustic and articulatory
measures point to stops in Irish being rel-
atively resistant to coarticulation. This
broadly supports the hypothesis that
coarticulation is constrained by the
phonology of a particular language, and
that the propensity to coarticulation can
to some extent, be predicted from the size
of the phonological inventory. Some
limited carryover effects are found: V1

33

affects C and L1, but generally has little
effect on R and L2 (excepting L2 of /g/).
There is virtually no evidence of antici-
patory coarticulation.

Not everything, however, can be ac-
counted for in terms of phonological con-
straints. The much greater acoustic evi-
dence of coarticulation for /g/ than for
the other consonants would not be
predicted on phonological grounds. Nor
would it be expected on the basis of the
articulatory data. Looking back at Fig. 1,
there would appear to be at least as much
articulatory evidence of coarticulation for
/g'/ as for /g/ (although the articulation
of the latter can only be inferred on the
basis of EPG data). Yet it is striking how
different the acoustic measures are for
these two stops, with /g/ showing by far
the most variability, and /g'/ almost least.

An explanation of this apparent
acoustic/articulatory "mismatch" would
probably need to invoke the role of lip
rounding as a contributory factor to the
acoustic coarticulation in /g/. Fant's [1]
nomograms suggest that for constrictions
in the velar region, F2 would be very
sensitive to lip rounding on the one hand
and to tongue advancement/retraction on
the other. If this line of explanation is
correct, it suggests in turn that palatals
may be characterised by a high degree of
acoustic stability. We hope to investigate
this area more fully in the future, using
additional techniques for measuring lip
movement.
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ABSTRACT
study investigated
vowel reduction (the so-
called undershoot
phenomenon) in "Clear" (Cs)
vs. "Citation-Form" (CF)
speech. Undershoot was
readily observable for all
5 speakers, Furthermore,
the results suggested that
CS is not merely a louder
version of normal speech,
but it involves an active
reorganization of phonetic

This

gestures. A perception test
showeg that, in general,
CS is more intelligible

than CF under identical S/N
conditions.

1. INTRODUCTION
In this study we
investigated the acoustic
characteristics of ‘“clear
speech" which was defined
in terms of an explicit
instruction to subjects to
"overarticulate".

The following questions

were addressed: Is clear
speech merely a louder
version of citation-form
speech? Or does it also
involve an active re-

organization of speech ges-
tures? If so, what is the
perceptual significance of
that reorganization?

The point of departure
for the present experiments
1s unresolved issues of
vowel reduction and the so-
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SPEECH
Moon
called undershoot
phenqmenon. The strong
version of duration-
dependent undershoot [1]
makes vowel duration the
only determinant of un-

dershoot. On the other
hand, there are findings in
the literature[2] that are
at variance with that
model.

2. ACOUSTIC EXPERIMENT
2.1 Procedure

To induce duration-
dependent undershoot, the
following test words were
used: wheel, wheeling,
Wealingham, will, willing
Willingham, well, welling
Wellingby, wail, wailing
and Wailingby. The
following three criteria
were considered in

selecting the test words.
First, get a maximum locus-

to-target distance. Sec-
ond, the vowels under
analysis must have equal
stress. Finally, the
duration of the vowels of
interest should vary
systematically over a
considerable range. . The

first condition was imposed
because the larger a given

formant movement, the
greater the possibility
that it will serve as a
sensitive indication of
articulatory undershoot.
It was met by selecting

front vowels in a 1labio-

velar context. The second
and third criteria were met
by wusing so-called word-
length effect.

In addition to the /w/-
vowel-/1/ contexts, the
same front vowels were also
measured in an /h/-vowel-
/d/ context. Those mea-
surements were used to pro-

vide null-context target
values.

For citation-form
speech, subjects received

no other instructions than
to keep their effort and
tempo constant and at
comfortable levels. For
clear-speech, they were
explicitly instructed to
overarticulate, that is to
read the words as clearly
as they could. To maintain
this performance, during
the recording of clear
speech, at unpredictable
moments, the subject was
interrupted through the
intercom by the
experimenter who would
pretend that the token just
pronounced had not been
understood, and would ask
for a repetition. A total
of 5 speakers were recorded
and measured.

2.2. Results

There is a clear
duration dependent
undershoot effect: As
vowels get shorter, the
formant measurements are
shifted further and further
away from their null-
context values and closer
and closer to their

position in [w].

A closer examination of
the raw data indicates that
the undershoot effects are

vowel-specific. In gen-
eral, tense vowels are more
resistant to undershoot

than lax vowels.

Also, the degree of
undershoot is talker-
specific. Each individual
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talker exhibits his own
pattern of undershoot.
Undershoot is also
style-specific: When  the
clear speech measurements

are compared with the data
from the other conditions
in an Fy-F; vowel space
diagram, it becomes clear
that, for all speakers and
all conditions, it is
closer to the formant
patterns of the null-
context vowels. Another way
of expressing that
observation is to say that
clear speech is more
peripheral in the vowel
space than citation-form
speech. It seems as if the
vowel space is a flexible
object which speakers can

adaptively expand or
contract according to
situational needs.

These findings refute

the strong version of the

undershoot model:
Information on vowel
duration alone is not
sufficient to predict
formant undershoot. Also

these results suggest that
clear speech is not merely
citation-form speech spoken

louder and more slowly.
Clear speech transforms
also involve an active

reorganization of phonetic
gestures.

A decaying exponential
model was fitted to the
data from 2 speakers to

obtain a more systematical
and economical description.
The results indicate that

the claims made above
(vowel-specific, style-
specific and talker-
specific undershoot
pattern) shall be weakened
to some extent. It was

shown that the dependence
of degree of undershoot on
identity of vowels and
speaking styles is not as
strong as it looked based
on the raw data. For at



least one speaker,
undershoot effects are
fairly  uniform for all
vowels and all speaking
styles, provided that
appropriate target values

are selected for styles and
vowels. This modeling also
shows that speakers differ
in terms of the
coefficients used to
describe degree of
undershoot. However, this
fact does not suggest that
the speakers need to
control these variations
directly. These variations
are likely to be the
results of the articulatory
movements themselves and of
the non-linear acoustic
mapping of the articulatory
gestures, not the results
of active control over
those constraints,

3. PERCEPTUAL EXPERIMENT
What is the perceptual
significance of the
observed acoustic changes?
It is reasonable to assume
that, when people speak
more clearly, they do so to
communicate better and to
make their speech more in-
telligible to the listener.
We must ask then, are the
clear speech tokens indeed
more intelligible than the
citation-form speech

tokens? To address this
question, the following
perception experiment was
carried out.
3.1. Procedure

The samples for the

listening test were chosen
from a subset of the words
analyzed acoustically. 7
single representative token
was selected for each
combination of speaker,
vowel, word-length and
speaking style. From the
various repetitions of the
test items, the exemplar
which showed a median
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"acoustic distance"
null-context was taken as
the representative token.
For the present purposes,
acoustic distance is
defined as the Euclidean
distance between two points
in a three-dimensional
formant space calibrated in
Mel units.

The representative words
were mixed with five
different 1levels of 1low-
frequency weighted Gaussian
noise which had a spectral
shape of -6dB/oct. One of
the noticeable differences
between citation-form
speech and clear speech was
their different
intensities. For all five
speakers, clear speech was
approximately 3-5 dB more
intense than citation-form

to the

speech. Since our aim was
to undertake an
intelligibility test based
solely on acoustic

characteristics other than
amplitude, the differences
in loudness was normalized
by using a special computer
program written by Jerry
Lame.

Each stimulus was led by
a 150ms segment of speech-
free noise and was also
followed by an interval of
noise adjusted so that the
duration of the whole
stimulus would be the same
within a given speaker.
There were 120 stimuli per
speaker.

These stimuli were
presented to normal hearing
subjects for identification

through headphones. At
least 24 responses were
collected for each ‘stimu-
lus.

The responses were

processed for each speaker
and the percentage of cor-
rect identification was
calculated for each step of
S/N ratio.

3.2. Results

In general, the tense
vowels show a strong clear-
speech advantage while the
lax vowels do not. This
pattern is consistent for
all 5 speakers.

However, let us now
consider an alternative
measure of S/N ratio. It
is the same as before for
citation-form speech but
does not involve
normalizing clear speech.
It leaves intensity
differences between clear
and citation-form speech as
they were on the original
tape recordings.

When the second
definition of S/N ratio is
applied’ to the present
data, all test words, when
spoken clearly, tend to be
more intelligible. With
only nmarginal exceptions
that observation is true
for all speakers and for
all test words.

It can be speculated
that the reason for the
perceptual advantage of
clear speech is multi-
dimensional. First, clear
speech words tended to be
3-5 dB more intense than
citation forms. Second,
the formant patterns of the
clear speech vowels were
found to be closer to their
null-context values. And
also clear-speech is longer
in duration than citation-
form speech. In other
words, speakers used
various strategies to keep
undershoot effects down in
clear speech.

The intelligibility
tests indicate that, in the
case of tense vowels, these
formant pattern -adaptations

and systematic duration
changes are 1likely to be
responsible for the
improved identification

scores of clear speech.
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Although the style-
dependent formant changes
and duration changes in lax
vowels were entirely
analogous to those for the
tense vowels, they were not

sufficient to make the
clear variants more
intelligible.

4. CONCLUSION

It has been shown that
clear speech is a speech
act which involves active
reorganization of acoustic
patterns and the underlying
articulatory gestures, and
that it has clear
perceptual advantages.

Everyday informal
experience suggests that
"clear speech"™ is invoked
by a speaker to meet
certain communicative and
situational demands. And
that speakers change and
modify their speech
according to the needs of
their listeners.

The present results
indicate that speakers are
quite capable of doing so
in an experimental
situation. They show an
ability to successfully
adapt to varying demands
for explicit signal
information.
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. ABSTRACT

Nasality judgments of oral and nasal
vowels in nasal, oral, and null contexts
were elicited from American English
listeners. While nasal vowels were most
often perceived as nasal, listeners per-
formed best on vowels in isolation and
worst on vowels in a nasal context. The
consequences of these results for current
approaches to coarticulatory compensa-
tion are discussed.

L. INTRODUCTION

A growing body of data indicates that
vowel perception is influenced by pho-
netic context such that listeners adjust
for the coarticulatory effects of adjacent
consonants. For example, Kawasaki [2]
showed that perceived vowel nasality is
enhanced as flanking nasal consonants
are attenuated; the same vowels in a
clearly audible nasal context are more
likely to be perceived as oral. One
possible interpretation of these results is
that, when presented with a nasal vowel
in a nasal consonant context, listeners do
not integrate the nasal resonance with
the vowel itself, but instead hear it as
part of the nasal consonant [1].

However, the results of Krakow et al.
{3] have been interpreted as suggesting
that listeners are able to associate the
nasal resonance in a vowel in a nasal-
izing context with nasal coupling. We
found that, for American English
listeners, oral and nasal vowels produced
with the same oral tract shape were
perceived as having the same height
given an appropriate coarticulatory con-
text (i.e., CVC vs. CYNC, where C is an
oral consonant and N is a nasal conso-
nant). But when the oral and nasal
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vowels were embedded in an oral con-
text, the nasal vowels were perceived as
shifted in height (CVC vs. CVC). We
suggested that, lacking a context for
nasality, listeners interpreted the low-
frequency nasal resonance of the nasal
vowels in CVC syllables as reflecting a
shift in tongue/jaw height. In contrast,
the presence of a nasal consonant in
CVNC syllables enabled listeners to cor-
rectly attribute the low-frequency nasal
resonance in the nasal vowel to nasal
coupling.

The results of Kawasaki [2] and
Krakow et al. [3] therefore allow for
conflicting interpretations. But the po-
tential conflict cannot be resolved with
these two studies alone as there are sev-
eral methodological differences which
may have influenced the findings. First,
Kawasaki compared nasal vowels in ap-
propriate coarticulatory contexts (NVN)
and isolation (V), while we compared
nasal vowels in appropriate (CYNC)
and inappropriate (CVPC) consonantal
contexts. It is unlikely that the percep-
tion of vowels in an inappropriate conso-
nantal context is analogous to the per-
ception of vowels in no context. Sec-

.ond, Kawasaki examined nasality judg-

ments while we examined vowel height
judgments. It is possible that, although
listeners in our study were able to cor-
rectly attribute the effects of nasal cou-
pling on the vowel spectrum to nasality
(in CYNC contexts), they would not
have labeled these vowels as “nasal”.
Third, Kawasaki used edited natural
speech while we used synthetic speech.
These differences leave many ques-
tions regarding the effects of coarticula-
tory contexts on perceived vowel

nasality unresolved and provide the
basis for the present study, which
compared listeners’ judgments of edited
naturally produced tokens of nasal and
oral vowels in C_C, N_N, and #_# (null)
contexts. Using data obtained from
vowel nasality judgments (elicited in a
paired comparison test) and vowel
identity judgments (matching test), we
address the following questions: (1) Can
listeners determine whether a vowel in a
nasal context is nasalized? Kawasaki’s
results indicate that listeners will iden-
tify the vowel in NVN as oral, while our
interpretation of Krakow et al. suggests
that listeners might perceive the vowel
as nasal. (2) Are listeners more accurate
at determining the nasality of a vowel in
isolation than in (an appropriate or inap-
propriate) context? Previous work by
Stevens et al. [4] suggests that within-
category information regarding vowel
quality is more evident in isolated
vowels than in vowels in context. Here
we ask whether the same is true of
vowel nasality. (3) Are listeners more
accurate when judging oral vowels as
oral than when judging nasal vowels as
nasal? Is nasality per se problematic,
irrespective of the context?

2. METHODOLOGY

We recorded a male native speaker of
American English producing multiple
tokens of bed and men. Two tokens of
each were selected so as to yield two
bed-men pairings whose members were
matched as closely as possible for
duration and intensity. Waveform
editing techniques were used to create
the following 6 syllable types: CVC
([bed)), NYN ({m&n)), isolated oral V
([€] from [bed}]), isolated nasal vowel
([&] from [m&n]), cross-spliced CVC
([b€d] with consonants from bed and
vowel from men), and cross-spliced
NVN ([men] with consonants from men
and vowel from bed). To control for any
effects of splicing, the CVC and NVYN
tokens were created by splicing across
the two repetitions of each pair type.!

Twelve native speakers of American
English were asked to respond in two
test conditions. The Matching test in-
volved an ABX format. In each trial,
listeners heard two consonant-vowel-
consonant syllables followed by an iso-
lated vowel. Listeners were asked to de-
termine whether the isolated vowel
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sounded more like the vowel in the first
or second consonant-vowel-consonant
syllable. Each AB pair was either CVC-
CVC or NVN-NVN and X was either V
or ¥, yielding four ABX condition types.

A Paired Comparison test was pre-
sented after the Matching test. This test
involved all possible pairings (AB) of
the 6 types of syllables, for a total of 21
condition types. Listeners were asked to
determine whether the first or second
member of each pair sounded “more
nasal” or whether they sounded “equally
nasal”. For both tests, there were 8 ran-
domized repetitions of each condition,
with the order of A and B in each
condition counter-balanced.2

3.RESULTS

BEm
<@ <

N

NN

Cc_C
AB Pairs

Figure 1. Matching test results. Each column
represents responses to one of the ABX
conditions (where A and B differ in vowel
nasality). A or B (the correct match to X) is
represented along the abscissa.and X is
represented by column type (solid or hatched).

Figure 1 shows the percent correct re-
sponses to the Matching test. Listeners
were generally quite accurate at match-
ing vowels in (appropriate or inappropri-
ate) context to vowels in isolation on the:
basis of nasality. Nonetheless, listeners
were more accurate at matching oral
vowels than nasal vowels, and more ac-
curate at matching isolated vowels to
vowels in an oral context than to vowels
in a nasal context. Listeners did least
well matching NVYN and V, making the
most common error a match between
NVN and V. Listeners incorrectly
matched NVN to V over 30% of the
time; they incorrectly matched NVN to
V less than 20% of the time. :

Figures 2-4, which we shall address in
turn, show the results of the Paired
Comparison test. Figure 2 focuses on
the effect of inappropriate consonantal
versus null contexts on perceived vowel



nasality. For all types of pairings, the
nasality of a nasal vowel was more often
correctly judged when in isolation (V)
than when in a NVN context (Fig. 2a) or
in a CYC context (with one exception;
Fig. 2b). Comparison of the perceived
nasality of nasal vowels in consonantal
contexts shows greater accuracy for
vowels in inappl}ggriate CVC contexts
than appropriate NYN contexts (Fig. 2c).
Apparently, an inappropriate conso-
nantal context (CYC) makes nasality
more evident than an appropriate one
(NVYN), but a null context (V) makes
naksality most evident.

100 -~
90 L B4
u . -
70 NVN
0
50
40
K
20
10

[ ]

-]

% correct
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oSBE2883228 syedepInss

NVN
W cVc
NVN

CcvC

v CVC NVN
Comparison

Figure 2. Paired comparison test results showing
the effect of context. Each column represents
correct responses to the AB comparison
indicated. (Some conditions are repeated for
reference.)

Figure 3 addresses the question of
whether vowel nasality is more difficult
to assess on nasal vowels than on oral
vowels for American English listeners,
independent of context. With one ex-
ception, listeners were less accurate at
judging two nasal vowels as similar than
they were at making the same judgment
of two oral vowels.
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“: B 7 nasal vowel
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Figure 3. Results of paired comparisons

betwecen the contexts shown for two oral or two
nasal vowels.

The exceptions to the two
generalizations above both involved the
N_N context, leading us to ask whether
the N_N context is problematic irre-
spective of vowel nasality. Figure 4
shows listeners’ responses to pairs in- .
volving one oral and one nasal member.
The data represent the percentage of
“more nasal” responses to each pair
member. Nasal pair members were
judged “more nasal” more often than
oral ones when the oral vowels were in
isolation (Fig. 4a) or in an oral context
(Fig. 4b). But, in a nasal context, the
oral member was more often judged as
the more nasal member (Fig. 4¢).

4. DISCUSSION

Overall, the results suggest that
perception of vowel nasality is influ-
enced by the coarticulatory context in
which the vowel occurs. In two types of
tests designed to elicit nasality assess-
ments, American English listeners were
less accurate at judging a vowel as nasal
in appropriate (N_N) than in inappropri-
ate (C_C, #_#) contexts. However, the
data exhibit certain patterns not predict-
ed by current approaches to coarticula-
tory compensation. One such pattern is
that listeners were generally more accu-
rate at judging oral vowels as oral than
judging nasal vowels as nasal, irrespec-
tive of coarticulatory context. This find-
ing may be linked to the non-distinctive
status of vowel nasality in English, and
points to the importance of extending
this research to languages with distinc-
tive vowel nasalization. A second pat-
tern is that the distinction between “ap-
propriate” and “inappropriate” coartic-



ulatory contexts is insufficient to explain
listeners’ judgments. That is, listeners
perform less accurately on C_C than #_#
conditions, both of which are inappro-
priate contexts for vowel nasalization in
English.
A Isolated oral vowel
Bl oral vowel

88

;: EZA nasal vowel
0
50
©
30
20
04 B
°
v cvc NN
B Oral vowel in oral context
100
g%
80
&
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= w0
g2
S B
® 1
s o ~ o o~
E v cVc NWN
C  Oral vowel in nasal context
® oo
%0
80
70
60
50
“©
30
2

Comparison
Figure 4, Results of paired comparisons be-
tween oral and nasal vowels. The oral member of
each pair is represented in each panel (a-c); the
nasal member of each pair is represented in the
abscissa.

Furthermore, the present data fail to
support a strong interpretation of the
results of either Kawasaki or Krakow et
al. Listener judgments of nasal vowels
in appropriate nasal contexts (NVN)
were not as consistently oral or nasal as
the former or latter, respectively, seem
to predict. While the data suggest that
listeners may factor out some of the
nasality given an appropriate coartic-
ulatory context, they are still more likely
to judge these vowels as nasal than oral.
In general, American English listeners
demonstrate a lack of certainty as to the
nasality of vowels in nasal contexts, an
.uncenainsl which holds for both appro-
priate (NVYN) and inappropriate (NVN)
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coarticulatory nasal contexts. (It is
unclear from these data whether the
unexpectedly large number of “more
nasal” responses to NVN stimuli reflect
the phenomenon of hyponasality or
whether these stimuli simply sounded-
odd to listeners, with *“odd” being
encoded as a “more nasal” response.)
Listeners appear to be tacitly aware that
a nasalizing context alters a phonemi-
cally oral vowel. And, in most cases,
they will report a nasality difference be-
tween a contextually appropriate nasal
vowel and a corresponding contextually
appropriate oral vowel.
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PERCEPTION OF PREVOICED STOP CONSONANTS BY MONOLINGUALS
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Listeners assimilate foreign speech
sounds to their own phonemic cate-
ﬁones whenever possible. But what

appens for bilinguals when their

two languages are closely related?
French monolinguals (MF) and Por-

tuguese-French ~ bilinguals (BPF)
were tested in identification and
AXB discrimination tasks. MFs'fast
fesponses were non random except
for the longest prevoicing, whereas
BPFs showed 1wo peaks around
Portuguese and French referential
values. According 1o acoustic pat-
terns and task demands, listeners
rely either on a phonemic processing
Strategy or on a goodness of fit stra-
tegy which allows MF to build an
allophonic space and BPF to keep
separate their two languages.

While there is evidence that linguistic
experience affects the ability to
process phonemic categories as earl

as the last quarter of the first year [7],
there fs some disagreement about

whether the perceptual analysis
bilinguals have to perform ~ is
thoroughly determined b,

phonological constraints or not. Wher’n’
the two languages are closely related,
they are not differentiated at the
phonulosical level [2]. But under cer-
tain conditions, the effect of phonolo-
gical constraints can be weakened,
and listeners can rely on phonetic cues
to keep separate "their perceptual
re{)resemations [3].

Allophonic variants from the point of
view of phonemic labelling can be
percelved as different, It has been hy-
pothesized that discrepancies between

42

native and nonnative speech sounds
receiving an identical label are proces-
sed with reference to the acoustic dis-
tance between any exemplar and the
category center [4] ie. the acoustic
configuration usnally produced by na-
tive speakers of the two languages.
The present experiments study how
listeners process perceptnal dissimila-
rities in two cross-language situations:
erception of a Portuguese /da/-/ta/
OT continuum by French monolin-
Euals {MF) and by Portuguese-French
iinguals (BPF). VOT is generally
considered as the most salient cue for
vo;cindg when opposing voiced and un-
voiced categories if not prevoiced and
voiced ones [5]. As for the stop conso-
nant subset, French and Portuguese
are closely related. Both languages
present a prevoiced-voiced contrast,
opposing a long (French) or a very
lorif (Portuguese) voicing lead to a
null or a short lagging VOT. Accor-
ding to the assimilation hypothesis [1],
allophonic processing for foreign, but
neighbouring sounds such as those we
study here, is phonemic. MF will assi-
milate all the prevoiced stimuli to the
/da/ category. By contrast, if category
goodness plays a role, it could limt
allophonic space to certain stimuli.
But what happens for bilinguals when
their two languages are closely rela-
ted? Are their two languages differen-
ciated at the level of perceptual repre-
sentations, allowing them to detect
phonetic differences related to their
two languages within a single phone-
mic category [3]? In this case, they
should exhibit a good discrimination
accuracy for two distinct areas, cor-
responding either to the /da/-/ta/
boundary or to a contrast between the

French and Portuguese /da/ phonetic
categories. On the contrary, if they as-
similate the members of the voicing
contrast in one of the two languages to
those of the other language, due to a
partial acoustic overlap, their discri-
mination should be random, except in
the /da/-/ta/ boundary area, common
to both languages.

1. EXPERIMENT 1

This experiment was designed first to
determine the phonemic /da/-/ta/
boundary values, second to study whe-
ther a shift, marking interlanguage
interferences [2,3], appeared between
BPF and MF responses or not.

1. 1. Method

Subjects. The subjects were S MF and
5 BPF students with normal hearing.
BPF first language was Portuguese.
All bilinguals had been living in
France since at least 15 years and ac-
quired French before the age of 5.
Stimuli. A /da/ syllable, produced by
a Portuguese monolingual female, was
selected (syllable duration: 276 ms,
VOT: -96 ms). The test stimuli were
digitized at a 16 KHz samgling fre-
quency and VOT reduced by 12 ms
steps (from -96 ms to -36 ms) or 6 ms
steps (from -36 ms to 0 ms) along the
/da/-/ta/ VOT continuum.
Procedure. Subjects listened indivi-
dually over earphones, in a quiet
room, at a comfortable listening level,
to 10 blocks, each consisting of one
complete randomization of the conti-
puum. The ISI was 3 s and the IBI was
20 s. Listeners’ responses were forced
choice "Da" or "Ta". All instructions
were given in French.
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Figure 1. Identitication functions for MF {-) and BPF (o}
listeners on the /da/-/ta/ continuum (in ms).

1. 2. Results and discussion

The average labeling functions for the
two groups are plotted in Figure 1.
The /da/-/ta/ boundary fell at -9.2 ms

43

of prevoicing for MF and at -16.6 ms
for BPF. An Anova on boundary va-
lues showed that this difference bet-
ween groups was significant (F(1,g)=
10.4, p<.02). The steep curves suggest
that a leading VOT is a strong erceg—
tual cue for BPF as well as for MF.
These results differ from those of pre-
vious studies on prevoicing !2, 5]. Mo-
reover, there is a clear shift between
MF and BPF identification functions.
Whatever the case, identification data
support the hypothesis of an assimila-
tion of allophonic phonemic variants,
2. EXPERIMENT 2

Even though Experiment 1 suggested
an assimilatory process, forced choice
labeling could have interfered with
perception of differences between
stimuli. If allophonic variants have
been perceptually assimilated, both
MF and BPF should have a good dis-
crimination accuracy just for the sti-
muli spanning their respective pho-
nemic boundary. Should MF data be
non random on the long lead end of
VOT continuum and BPF around the
medium VOT values, it would under-
mine assimilation hypothesis and sug-
gest a multi-level processing.

2. 1, Method

Subjects. 10 MF and 10 BPF were
tested.

Stimuli and procedure. The same 12
stimuli as in eriment 1 were used
in an AXB discrimination task. A
training block of 32 trials preceded 5
blocks of 36 trials, randomized within
blocks. ISI was 500 ms, ITI 4 s and IBI
20 s. Subjects had to respond, as qui-
ckly and accurately as possible, whe-
ther the X stimulus was the same as
the first or the third stimulus, by pres-
sing one of two buttons.

2. 2. Results Mean values of correct
responses for the two groups are plot-
ted on Fig. 2. Each data point corres-
ponds to 200 responses per ﬂoup. The
discrimination function for MF exhibi-
ted a maximum on the rightward end
of the continuum, suggesting an effect
of the phonemic /da/-/ta/ boundary.
But correct responses are clearly
above chance from pair 5 onwards
(binomial test, p<.001). Results for
BPF were less clear-cut, as their dis-
crimination function showed just a



sli%ht peak around a 20ms prevoicing
value.
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Figure 2. Correct discriminations for MF (+) and BPF (o)
as a function of stimulus pairs.

An ANOVA on the correct responses
showed an effect of stimulus pair just
for MF (F(g,72)= 6.9, p<.0001). BPF
responses were ‘significantly more cor-
rect for the four stimulus pairs presen-
ting at least one short prevoicing
g airs 6 to 9) than for the other ones
F éj,g =8.55, p<.01). Between-group
differénce was significant for the
rightward end of the continuum
( EMS =6.95, p<.01).
What stiggests first a link between dis-
crimination accuracy and phonemic
boundary: Discrimination is all the
more correct as stimuli pairs span the
honemic boundary. Second, the dif-
erence between MF and BPF for the
pair_enclosing the null VOT value
confirms that the slight leftward shift
of BPF responses is significant.
An ANOVA on RT data showed a
main effect of stimulus pair (MF:
F(8.72)=6.1, p<.0001; BPF:
F 8,725=2.4, p<.03), but not of sub-
ject gfoup. Mean RT for MF was
733ms (sd=144ms), for BPF 772ms
(sd=202ms).
Following [6], we carried out a three-
fold partition of RT data to specify the
time course of discrimination pro-
cesses. Each subset/subject contained
a third of the data. Between groups
range differences were nonsignificant.
Proportions of correct responses (Fig.
3a and 3b) were computed for each
pair and averaged across subjects (%
correct for a specific RT partition * %
correct for each partition relatively to
the set of correct responses).
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Figure 3a. Proportion of correct discriminations for
each RT partition. Monolingual data.
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Figure 3b. Proportion of correct discriminstions for
each RT partition. Bliingual data.

An ANOVA on these proportions
showed a main effect of stimulus pair
(}_"é,144)=4.4, p<.0001). The main
differerice between groups concerned
fast RT (p<.02). Whereas MF discri-
mination function was quasi-linear,

. BPF data exhibited 2 peaks, on the
pairs 3 and 8. Both groups discrimina- -

ted better the pair straddling their
Tes ectivvhonemic boundary, but in
addition MF showed a good accuracy
for "intracategory” pairs and BPF for a
pair opposing a long prevoicing to a
medium-sized one. It is worth noting
that medium and slow responses were
random for BPF, but above chance
near the rightward end of the conti-
nuum (medium and slow RT) and the
leftward end (slow RT) for MF.

3. DISCUSSION

A comparison between identification
and discrimination data indicates that
when processing either a neighbouring
language or their two languages, liste-
ners use the phonemic contrast bet-
ween a long and a short or null pre-
vpgcinf, but not in all conditions. Spe-
cifically, either when labeling stimuli
or when responding as fast as possible,
they rely on VOT, the critical value of

which is common to both languages.
Bilinguals and monolinguals gave the
same pattern of responses, with a bi-
lingual boundary shift leftward.

However, data do not permit to
conclude that both groups have assi-
milated Portuguese to French stop
consonants, as predicted by the assi-

milation hypothesis [1]. First, MF
showed a discrimination accuracy that
exceeded widely the /da/-/ta/ boun-

dary area, specially when fast. Second,
bilinguals’ fast responses were above
chance for the contrast between a very
long and a medium prevoicing. Thus,
listeners of both groups have detected
phonetic differences between pho-
nemes receiving the same phonemic
label, when corresponding either to
values usuallﬁ produced (MF) or to
the contrast between values that res-
ectively characterize bilinguals’ two
anguages. The "goodness of fit" of one
of the stimuli in the pair may have fa-
cilitated accuracy, if it has been used
as a referential point in consideration
of French or of French and Portu-
guese languages.
Another striking result is that, in an
AXB test, BPFs’ slow responses were
never above chance, even though their
discrimination accuracy is not signifi-
cantly poorer than MFs’. In a task ha-
ving high memory requirement liste-
ners may rely not only on the more
salient cue, but also on all the poten-
tial cues [8)]. Assuming that in this case
Eerccptual analysis takes more time to
e processed, its issue depends mainly
on the compatibility of cues. Should
multiple cues be perceived as lacking
coherence, their analysis could not re-
sult in a strong discrimination accu-
racy. It is what happens to bilinguals
who, speaking equally well both lan-
guages, are plausibly sensitive to the
discrepancy between temporal and
spectral cues e.g. shorter and shorter
rench-like prevoicing vs. Portuguese
formant values.
Our data thus provide some support to
the hypothesis that listeners can use
distinct processing strategies when
identifying and discriminating speech
syllables. According to the acoustic
patterns and task demands, they rely
on a phonemic processing strategy,
specifically in the phonemic boundary

area. However, they may take into ac-
count the category goodness, when
farther from this boundary, in order to
differentiate syllables receiving the
same label. They can build an
allophonic space, and bilinguals can
keep separate their two languages.
Thus bilinguals and monolinguals
appear as perceiving speech according
to the same processes, but with
different perceptual sensitivities due
to linguistic experience.
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ABSTRACT

Several factors may adversely affect the
reliability of a voice identity parade.
This paper concentrates on one of these,
the degree of similarity of the voices
used in the line-up. It describes two tech-
niques which may be used to measure
voice similarity - pairwise comparison
and the use of semantic scales - and
compares the results with the scores
obtained in a recognition experiment
using a six-speaker voice line-up. It is
suggested that a modified version of the
paired comparison technique could use-
fully be applied either to select voices
for inclusion in a line-up or to interpret
the results of a voice line-up.

1. INTRODUCTION

In a recent survey of the literature on
voice identification research , Deffen-
bacher et al. [2] observe that voice rec-
ognition studies are few in number and
widely scattered. Studies dealing with
voice identity parades are fewer still.
This is somewhat surprising in view of
the fact that the voice identity parade is a
procedure which, potentially, has a wide
range of application in police investiga-
tions and legal proceedings. It is fre-
quently the case that the voice of a per-
son involved in the commission of a
crime is one of the few clues to the iden-
tity of that person. Of course, once a
suspect is available, it is possible to ask
an earwitness if the voice of the suspect
is the same as that heard at the time of
the crime. But there is obviously a real
danger here that the earwitness may 'rec-
ognize' the voice, simply because the
suspect's voice sounds similar to that of
the criminal. There are many other types
of bias which may render the results of
an aural confrontation virtually meaning-
less. Some of these are similar to those
that apply to visual identity parades

(Clifford [1]). Hammersley and Read [3]
briefly discuss some of the precautions
that should be taken in conducting a
voice line-up. A major criterion for the
reliability of the voice line-up is that it
should be 'fair'. An important implica-
tion of this is that the voices should be
similar. It would therefore be useful if
some objective measure existed by
means of which voice similarity could be
determined. Ideally, this would be used
in the selection of voices for inclusion in
the line-up but if, for some reason, this
has not happened, it could also be a use-
ful tool to interpret the results of a voice
parade.

2. AIM OF THIS STUDY

The main objective of this study is to
explore the possibility of measuring
voice similarity for the purposes of a
voice identity parade. Two methods, the
use of semantic scales and pairwise com-
parison, are examined, and the results
are compared with those of a voice rec-
ognition experiment involving a six-
speaker line-up.

3. STIMULUS MATERIAL

Various precautions were taken to avoid
bias ‘in the stimulus material. Five edu-
cated male speakers of Dutch were
recruited to produce material similar to
that contained in an authentic recording
of a 'target' speaker. They were selected
on the basis of close similarity to the tar-
get speaker in terms of age, educational
background and accentedness, and on
the basis of their credibility in terms of
the role they were asked to play. The six
speakers selected were between 35 and
50 years of age and had a mild to very
mild The Hague accent. Special care was
taken to avoid bias due to speech content
and to speech style as a function of lan-
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guage use. The five foils all took part in
two approximately S5-minute telephone
conversations with a third party, as part
of a (fictitious) campaign to recruit rep-
resentatives for a new company. Prior to
the recording of the telephone conversa-
tions, the five foils were given two
sheets, one describing the aims and orga-
nisation of the company and the future
activities of the representatives, the other
containing a list of keywords and phras-
es to be used as a prompt during the tele-
phone conversations. The third party was
provided with similar information to
enable him to pose as a prospective rep-
resentative. Although the material pro-
duced by the foils was therefore neither
strictly unrehearsed nor unmonitored,
none of the listeners turned out to be
aware of this. The telephone conversa-
tions were edited to remove the voice of
the third party. Four stimulus tapes were
produced: The first, Tape 1, consisted of
150 sec. samples of nett speech from
each of the 6 speakers (i.e. the five foils
and the target). The second, Tape 2,
consisted of 60 sec. samples of nett
speech different from that used for the
compilation of the first tape. Tapes 1 and
2 were used in the voice recognition
experiment. The third tape, Tape 3, con-
sisted of two sets of 10 sec. samples tak-
en from the 60 sec. samples on Tape 2,
randomly arranged to form two series of
15 pairs. Tape 4 consisted of a single
listing of the six 10 sec. samples used for
Tape 3.

4. EXPERIMENTS CONDUCTED

4.1 Semantic Scales

In the first experiment, 10 listeners were
played Tape 2, consisting of 150 sec.
samples of each of the six stimulus voic-
es, and asked to rate the speakers on 16
scales, eight of them referring to speech
characteristics and eight to speaker per-
sonality characteristics.

4.2 Pairwise Comparisons

In the second experiment, two groups of
5 subjects first listened to Tape 3. They
were asked to familiarize themselves
with the range of voices on this tape
before moving on to Tape 4, containing
the 15 randomized pairs. For each pair,
they were instructed to express the
degree of difference between the voices
they heard on a scale from 1 to 10, with

1 standing for 'the same' and 10 for ‘very
different'.

4.3 Voice Recognition Parade

The third experiment was a voice identi-
ty parade. The 150 sec. samples of
speakers number 1, 3 and 4 respectively,
on Tape 1 were played to three groups of
second-year Business Communications
students. They were told to pay special
attention to the voice they heard rather
than to what was being said, as they
would be questioned about this voice in
a week's time. Exactly one week later
they listened to Tape 2, containing the
60 sec. fragments. Prior to this, they
were told that they were going to hear
six speakers, one of whom might be
identical to the one they had heard a
week earlier. Contrary to the truth, they
were also told that none of the speakers
might be identical to the target voice,
since the experiment involved several
groups and that in some of these the tar-
get voice was not on the tape. They were
asked to circle the number on their
answer sheet corresponding to the num-
ber preceding the speaker of their choice
and to circle O if they judged none of the
speakers identical. They were also asked
to indicate the degree of confidence in
their decision on a 5- point scale.

4.4 Mean FO

The 10 sec. samples of Tape 4, used for
the Pairwise Comparison task were also
used to arrive at a mean FO-value + stan-
dard deviation for each of the 6 speakers,
using the SIFT algorithm. The following
values were found:

Table 1 Mean FO-values and standard
deviations

Speaker Mean FO (Hz) S8.D. (Hz)
1 103 16

2 139 24

3 82 18

4 123 19

) 110 34

6 104 15

5. RESULTS

5.1 Semantic Scales and Paired Com-
parisons

The scale values obtained on the 16
scales were used to calculate interspeak-
er distances by means of the common
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squared Euclidean metric. Three sets of
distances were calculated: a) distances
based on the complete set of 16 scales,
b) distances based on the 8 speech
scales, and c) distances reflecting the
scores on the 8 personality scales. The
calculation of distances on the basis of
scale values is a somewhat hazardous
affair, as the number of scales covering a
specific aspect of the object under inves-
tigation may have a substantial effect on
the distance obtained. For that reason,
factor scores should be used, as these
scores are not correlated. In actual foren-
sic practice, however, only a limited
number of subjects will normally be
available, so that the use of factor analy-
sis is not possible, as the number of vari-
ables largely exceeds the number of cas-
es.

The following table shows the correla-
tions between Dall (distances based on
all 16 scales), Dsp (distances based on
speech scales), Dper (personality scales)
and Diss (the overall dissimilarities,
obtained in the paired comparison test),
for all 15 pairs of the 6 speakers
involved.

Table 2 Correlations between 3 types of
distances and the overall dissimilarities;
N= 15 (see text). Significant correlations
(p = 0.05) are marked *.

Dall Dsp Dper Diss
Dall
Dsp .98*
Dper .95* .97%
Diss .45 .46 .51

The correlations given above show that
the scale-based distances and the overall
dissimilarities are not equivalent. We
also applied cluster analyses to the dis-
tances and dissimilarities, The results
provided confirmation for the difference
found between the two approaches:
paired comparisons vs. the use of seman-
tic scales. So we have reason to believe
that the two methods of assessing the
homogeneity of a group of subjects are
not equivalent.

5.2. Voice Recognition Parade
The results of this experiment were as
follows:

Table 3 Identification results (Gr=
Group; C.I. = correct identification, F.L
= false identification, F.E. = false elimi-
nation).

Gr Target C.I. F.I. F.E. N
a 1 91.7% 8.3% -~ 12
B 3 90.1% - 9.9% 11
c 4 69.2% 30.8% - 13

An analysis of the False Identifications
reveals that, while one listener mistook
Speaker 4 for Speaker 1, 4 listeners
wrongly identified Speaker 1 as Speaker
4. The bias towards Speaker 1 may be
due to the order of presentation. Group
A, whose target speaker was Speaker 1,
heard their target before they could be
confused by Speaker 4, while Group C,
whose target was Speaker 4, first heard
the apparently rather similar Speaker 1.

6. FURTHER CONSIDERATIONS

Given the fact that the two methods do
not produce equivalent results, it would
obviously be desirable to assess their
validity by means of some independent
test. One way of doing this would be to
correlate the results of the two tech-
niques with the confusion scores of a
large number of voice recognition tests
involving all six speakers in turn as tar-
gets, conducted at various time intervals.
So far, only the results presented in 5.1
are available. Unfortunately, it appears
that with a one-week interval between
presentation and recognition sessions,
recognition scores are very high so that a
ceiling effect is produced. It is expected
that longer delays between presentation
and recognition sessions will produce
the type of scores that are required to
calculate correlations. On present infor-
mation, we would be inclined to prefer
the paired comparison test. It has two
distinct advantages over the semantic
scale test, one theoretical, the other prac-
tical. As we have already observed, the
use of semantic scales inevitably
involves a certain amount of overlap
between the scales used, which may seri-
ously affect the distance indices
obtained. The distances obtained with
the paired comparison test should pro-
vide a more accurate reflection of the
dissimilarity of the voices. From a prac-
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tical point of view too, the paired com-
parison test is preferable since it is con-
siderably less time-consuming and
labour-intensive. However, it should be
noted that the dissimilarity measures
obtained in the paired comparison test
need to be converted to metrical distanc-
es by means of a Muitidimensional Scal-
ing Technique. This conversion presup-
poses a small 'Stress-value', associated
with a relatively small number of under-
lying dimensions.

7. APRACTICAL PROPOSAL

As discussed in the introduction, the
voices used in a voice parade should not
constitute too heterogencous a set. The
target voice in particular, should not
occupy an outlying position in the per-
ceptual space. Presumably, an ideal situ-
ation for a voice parade would be for all
voices to be located in equidistant posi-
tions on a concentric circle around the
centroid of the perceptual space. A rule
of thumb might be: the target voice
should not be situated at a distance from
the centroid greater than the average dis-
tance + its standard deviation. If this
principle is applied to the distances
obtained in the paired comparison test,
the result is that illustrated in Fig.1

2.5

r

-3 J

we

— D1

-2.5 2.5

Figure 1 The locations of the 6 speakers
in the Perceptual Space
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The SPSS-procedure ALSCAL was
used; with two dimensions Kruskal's
Stress formula 1 was .063 (RSQ = .972).
Here, the sum of the average distance
plus the s.d. (=1.882) is taken as the
radius of a circle around that point. The
value of the target voice should not
exceed that value. It appears that our tar-
get (no 6) is located within the desired
distance to the centroid.

8. CONCLUSION

Of the two procedures which may be
used to assess the similarity of voices
used in a voice line-up, the paired com-
parison test appears the more promising.
Further research to obtain independent
support for its validity is in progress.

A final observation concerns the pro-
posed sphere of application of the simi-
larity test. It is clearly not intended as a
foolproof procedure which can simply
be applied to any random set of voices.
It is only when every conceivable effort
has been made to avoid bias of any kind
in the selection of the voices that the
results of the test will be meaningful.
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ABSTRACT

A test has been performed
with natural and artificial
sequences to check the
actual role of vowels in
‘the perception of the
nasality feature of Italian
consonants. The ©procedure
and results are presented
and discussed in the
present paper.

0. FOREWORD
The Italian phonological
system is traditionally

said to have a series of

nasal consonants but no
nasal vowel. Vowels are
only . said to become
nasalized for anticipatory

coarticulation in V-G or,
more often, for carryover
in Cy-V  contexts. Such
vocalic nasalization is
given no phonological sign-
ificance, nor has 1t ever
been 1investigated
it has any direct percept-
ual relevance for the re-
cognition of the vV-C or C-v
sequence. In a previous re-
search [1] some experiments
were made with nasalized
and non-nasalized (final)

vowels in Italian minimal
pairs such as vini -~ vidi,
cane ~ cade, alma -~ alba,

etc. Such sequences showed
a regular nasalization of
the final vowel if preceded
by a nasal consonant (Cy-V
> and no nasaliz~
ation f% the opposite case
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whether’

(Co~V > Cp-Vp). The exper-
1ment consisted in an arti-
ficial inversion of the
final vowels, so to obtain
such final sequences as Cy-

and S~V
Tge answers given by a
group of 1listeners showed
that their perception of
the nasality ~ non-nasality

feature in the consonants
([n]~-[d], [m]~[b]) was very
strongly affected by the
presence -~ absence of the

same feature in the follow-
ing vowel. This means that
in case of 1inconsistency
between the nasality feat-
ure present in the conson-
ant and the one present in
the vowel, it was surpris-
ingly the latter which used
to prevail: so both the
[a nasal] vowel and the [-a
nasal] consonant were heard
as [a nasal], with a some-
how asymmetrical behavior,
as the effect was general
for a = + and apparently
underwent some restrictions
for a = -,

on the present occasion I
will present and describe
the results of a new test
realized with approximately
the same technique as the
previous one on a much
larger set of Italian min-
imal pairs, each containing
the opposition between an
oral and a nasal homorganic
consonant, in order to
check the results previous-



ly obtained and to relate
them to some variables.

1. MATERIALS AND METHODS
The words for the test have
been selected according to
the following criteria:

a)preceding context: an
Italian consonant in pre-

final position in a bi- or.

polysyllabic word can be
either preceded by one of
the seven vowels [i,e,g,a,

,o,ul] or by one of the
consonants [z,l,r,m,n]; the
vowels [e~e] and [o~ ] have
not been used here because
of the very fluctuating use
Italian speakers make of
such oppositions; with [z]
no minimal pair was found;
as to nasals, only the hom-
organic one is accepted, so

before alveolars only [n]
is used, and only {m]
before bilabials; the
actual set of ©preceding
contexts used was [a-,1-,
u-ll-lr-lN-];

b)following context: in
final (unstressed) position

only four vowels can be
found [-a,-e,-1,-0].as {[u]
is practically absent in
that position and the
oppositions [e~&] and [o~ ]
are neutralized;

c)place of articulation:

only two pairs of (voiced)
oral vs. nasal consonants
exist in Italian [b-m}] and

[d~n]}, as the pair [g-n] is
neither phonological nor
can it appear in the
examined position.

The product of 6 preceding
contexts * 4 following con-
texts * 2 places of arti-
culation makes 48 potential
pairs of sequences. A care-
ful examination of the
Italian lexicon showed that
only 26 of them are actual-
ly employed (not taking
into account rare or ob-
solete words). Here is the
list of the theoretical
contexts. Those employed in
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the present research are
underlined; only the oral
sequences are 1listed, not
their nasal counterparts,
which can be easily
obtained substituting -n-
for -d- and -m- for -b-:

ada ade adi ado
Ida Tde Tdi Tdo
uda ude udi udo
l1da Tde 1di 1ldo
rda rde rdi rdo
aba abe abi abo
iba ibe ibi ibo
uba ube ubli ubo
Tha Thbe Tbi 1bo
Tha Tbe TbB1 Tbo

mba mbe Wbl mbo
A native male Italian
speaker of 29 vyears old
uttered the words in our
laboratory. The words were
recorded on a tape. The
splicing of the final

vowels from the rest of the
word was carried out on the
basis of the observation of
both the oscillograms and
spectrograms of the natural
signals, along the convent=-
ional segment boarders. The
operation of inversion be-
tween the final vowels of
each pair of words was ef-
fected by means of a DSP-

Ssonagraph 5500 "gating
.\editing" procedure (such
device allows to choose the
"cutting"” point with an

approximation of +3 ms).

A group of 23 Italian stud-
ents of foreign languages
and literatures between 19
and 27 years old was then
asked to listen to both the
natural and artificial se=-
quences and to give thelr
judgment about them. The
test was organized as fol-
lows: each of the 52 words
making up the 26 pairs was
presented aurally (in head-
phones) in its natural
shape and at the same time



the subjects could read it
on a special form prepared
for them; the natural stim-
ulus was then followed by
two artificial sequences
built up with the phonic
material of the corres-
ponding minimal pair (e. g.
the natural word strada was
followed by an artificial
stimulus made up with
strad- plus the final -a
from strana and by one made
up with stran- and -a from
strada); the order of the
natural stimuli was com-
pletely random, and so was
the order of the two
artificial stimull follow-
ing the natural one; the
listeners were asked to
decide which of the two
artificial - stimuli heard
resembled best the natural

stimulus previously heard
and read.

2 .RESULTS AND DISCUSSION
Following strictly the
phonological models of
Italian, one would expect

the substitution of a final
nasalized vowel with a non-
nasalized one and viceversa
to have no effect on the
perception of the sequence,

as the nasality of the
consonant, which 1s consi-
dered the only pertinent

manifestation of nasality,
1s perfectly preserved. So,

starting from the natural

stimulus strada, one can
consider the artificial
strad+v to be phono-~
IogIcalfy the "same" as the
natural sequence, and

stran+Vgy a "different" se-
quence. So, all answers to
the test can be classified
as "phonological" ( +phon)
if the "same" stimulus 1is
indicated to resemble best
the natural one, and "anti-
phonological” { =phon) if
the "different" stimulus is
chosen.
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Globally, the answers given

by the students are as
follows:
answers

type number (percentage
+phon 314 26.2%
-phon 882 73.8%
The results will now be
presented and examined
according to the variables
above listed. A general

discussion will follow.

a) Preceding context

answers
v-|type |number| percent,
a~-|+phon|- 47 25.5%
-phon| 137 74.5%
i-|+phon 57 24.8%
-phon{ 173 - 75.2% —
u-|+phon 83 45.1%
-phon| 101 54.9%
c-|type |number percent.
1-]|+phon 74 40.2%
-phon| 110 59.1%
r-|+phon 36 19.6%
-phon| 148 80.4%
N-|+phon 17 7.4%
-phon| 213 92.6%
As can be seen from the

above tables, the number.of
-phon answers always ex=
ceeds the +phon. The most
favorable contexts for such
effect are the presence of
a nasal {N=~} and - an
alveolar vibrant [r-]. Also
with [a~] and [1i-] the re-
sults are pretty good 1in
the direction of an anti-
phonological behavior;
while after [u-] and ([1-}
the answers approximate 2
random distribution of 50%-
50%.

b)Following context



answers
-V|type |number| percent.
-a|+phon 94 25.5%
-phon 274 74.5%
-e|+phon 37 13.4%
=-phon 239 86.6%
-1i|+phon 158 49.1%
~-phon ‘164 50.9%
-o|+phon 25 10.9%
-phon 205 89.1%

In this case, too, some

contexts seem to be very

favorable to a -phon behav-
ior, such as [-0], [-e]
and, top a 1lesser extent,
[-a], and one context, |[-
1], with a random distrib-
ution of the answers.
c)Place of articulation

answers
place|type (numb.|percent
alv. |+phon{ 120 17.4%
-phon! 570 82.6%
bilab|+phon}{ 194 38.2% -
-phon| 312 61.8%

The difference 1is rather

large in favour of the
alveolar place of articul-
ation, which shows a high
percentage of -phon answ-
ers; with bilabials the ef-

fect 1is smaller, though
sti1ll exceeding a casual
distribution enough to be

considered meaningful.
d)Direction of the effect

. answers

-C~ |type |[numb. |percent
oral {+phon{ 174 29.1%
-phon{ 424 70.9%
nasal|+phon}. 140 23.4%
-phon{ 458 76.6%

As indicated above, the
results of a previous test
had shown an asymmetrical
perceptual effect of the
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inversion of the vowels, so
that the sequence CNVgo was
generally perceived as Co-
Vg, while the perception of
Ca~V as Cy~V was also
fggqgent buthr ﬁ%t to the
same extent. In the present
test there is still a
slightly higher number of
-phon answers for  nasal
than for oral consonants,
but the difference is too
little to be meaningful.

The results, on the whole,
witness a very strong ef-
fect of the vowel's nasal-
ity feature on the percept-
ion of the preceding con-
sonant. Even the lowest
percentages obtained, which
still exceed 50%, show that
in case of 1inconsistency
between the nasality feat-
ure in the consonant and in
the vowel, the first does
not prevail automatically,
as phonologists seem to
presume, when they exclude
that the nasalization of
vowels has any pertinence
in Italian. In case of
random distribution of the
answers, the feature of

nasality c¢an be said to
have an equal weight in
consonants as in vowels.

But the general result of
the test, and the partic-
ular result in most con-
texts, 1is that the weight
of nasality 1in consonants
and in vowels is not the
same, and that the feature
of -nasality seems to be
much more important for
vowels than for consonants
in Italian.
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PERCEPTION AND PRODUCTION OF A VOICING CONTRAST BY
FRENCH-ENGLISH BILINGUALS
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ABSTRACT

The use of F1 onset information, which
constitutes a cue to the voicing contrast
in English, but not in French, was
investigated in French-English bilinguals,
classified according language bias.
Results show evidence of code-switching
in production but not in perception.
English-bias bilinguals were more
strongly affected by the F1 onset cue
than French-bias bilinguals.

1. INTRODUCTION

Perceptual studies with bilinguals
investigate whether phonemic
categorisation is affected by higher order
linguistic information, by presenting a
same continuum with different language
precursors. The voicing contrast is
particularly useful for such
investigations, as it is marked differently
along the Voice Onset Time (VOT)
dimension in languages such as French
and English. Results of such studies are
contradictory. Some have not found
evidence of any language effect on
categorisation (eg. [1]) while others have
only found evidence of code switching in
perception for strong bilinguals [2]. In
this study, the effect of language bias
was controlled by testing bilinguals both
in France and in Great-Britain.
Computer-edited natural stimuli were
used together with careful test procedures
to ensure that subjects were sufficiently
induced into a particular language set.

A novel approach was to focus
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attention on the use by French-English
bilingual and monolingual subjects of
spectral cues to the voicing contrast. In
English, first formant cutback in the
vowel following long-lag voiceless
plosives contrasts with a rising first
formant onset following short-lag voiced
plosives while, in French, a rising first
formant onset is present after both voiced
(lead) and voiceless (short-lag) plosives.
F1 onset therefore constitutes an
additional cue to the voicing contrast in
English but not in French.

2. STIMULI

The /pen/-/ben/ minimal pair was
chosen as it is meaningful both in
English ("Ben - pen") and in French
("benne - penne"). Test continua were
created using digitised natural speech
waveforms. In all continua, VOT ranged
from -40 ms to +40 ms in 10 ms steps.
In the first continuurh (Pen/VOT), the
[en] portion, burst transient and
aspiration were taken from a voiceless
(p"en] produced by a male speaker. A
"cut and paste” technique was used to
create intermediate stimuli. For stimuli
with positive VOTs, the aspiration was
progressively deleted, in 10 ms slices,
following the burst release. For stimuli
with negative VOTs, the prevoiced
portion was edited out of a voiced [ben],
appended to the front of the burst release
then cut back in 10 ms steps. In the
second continuum (Ben/VOT), the [en]
portion from a [ben] token was used. The



same technique as described above was
used to obtain the VOT continuum. The
two ranges therefore varied in the
spectral characteristics of the vowel. In
order to create French and English test
conditions, each of the stimuli described
above was preceded by a precursor:
"répéte” in the French condition and
"repeat” in the English condition. For
each condition, an identification test tape
was prepared by randomizing and
recording ten tokens of each of the nine
stimuli.

3. SUBJECTS

Four groups of listeners were tested: 8
bilinguals living in London, 13 bilinguals
living in Paris, 11 British monolinguals
and 13 French monolinguals. All subjects
reported normal hearing.

4. PROCEDURE

Testing was carried out over two one-
hour sessions on separate days (one
session only for monolinguals). At each
session, only one language was used.
The session started with a speech
recording of "accent-revealing” sentences
and of minimal pairs. The Pen/VOT and
Ben/VOT stimuli were then presented in
two-alternative forced-choice
identification tests. Stimuli were
presented free-field at a comfortable
listening level.

5. RESULTS
5.1 Classification of subjects
Bilingual subjects were classified

according to strength of bilingualism and
language bias. Strength of bilingualism
classification was based on judgments by
phonetically trained listeners in France
and Great-Britain of the recordings of the
"accent-revealing” sentences on a scale
of 0 (native) to 5 (foreign). Language
bias, secking to reflect what would be
considered the "base language" for a
particular bilingual, was determined on
the basis of a questionnaire where
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information was collected on main
language spoken with family and friends,
at school, etc. There were 10 English-
bias bilinguals (4 "mid" and 6 "strong")
and 11 French-bias bilinguals (4 "mid"
and 7 "strong").
5.2 Production

VOT measurements were made of
five repetitions of /pen/ and /ben/ for
each speaker in each language. Means
were then obtained according to subject
group and language mode (Fig. 1). There
is clear evidence of code switching in
production, even though values obtained
for bilinguals differ from monolingual
values. The mean values obtained for
"mid" bilinguals in their weaker language
were furthest from the average
monolingual values.
5.3 Perception

Mean labelling functions obtained
for monolinguals and for bilinguals
grouped according to language bias are
presented in Figure 2. The mean
phoneme boundary estimates were
obtained using a maximum likelihood
estimation technique, which fits a
cumulative normal function to the data.
For the Ben/VOT condition, mean
boundary values of +1.4 ms were
obtained for French monolinguals and
+17.6 ms for English monolinguals. A
sizeable phoneme boundary shift was
obtained in the Pen/VOT condition for
both groups of monolinguals with
boundaries of -10.6 ms for English
subjects and -224 ms for French
subjects. Even though F1 onset is not
contrastive in French, the presence of
"abnormal” spectral characteristics
therefore led to a greater proportion of
voiceless responses by French listeners
with only stimuli with greater than 20 ms
of prevoicing consistently labelled as
voiced. The labelling function obtained
for English monolinguals was less sharp;
even stimuli with prevoicing were not
consistently labelled as voiced.

For the bilingual groups, each



graph contains four functions
representing  the labelling of the
Pen/VOT and Ben/VOT conditions with
French and English precursors. Phoneme
boundaries (Table I) obtained for the
Ben/VOT condition were similar for the
French- and English-bias bilingual
groups and intermediate to values
obtained for monolingual listeners. There
was little evidence of a significant shift
in boundary between French- and
English-precursor conditions as the 95%
confidence interval ranges overlap
considerably. For the Pen/VOT
condition, English-bias listeners showed
a much greater boundary shift relative to
the Ben/VOT condition than French-bias
listeners. As French monolinguals,
French-bias bilinguals were able to
consistently label stimuli with greater
than 20 ms prevoicing as voiced despite
conflicting spectral cues in the vowel.
However, their labelling of the
continuum was much less categorical
than that obtained for monolinguals.
Again, for both groups there was little
evidence of boundary shift induced by a
difference in the language of the
precursor.

6. DISCUSSION

There is clear evidence of code-
switching in production. The effect of
strength of bilingualism was seen as
weaker bilinguals showed a less
complete shift in VOT between their
productions of the French and English
contrasts than stronger bilinguals. In
perception, little evidence was found to
support code-switching. On average,
changing the language of the precursor
did not generally lead to a significant
shift in phoneme boundary, although
evidence of code-switching may be
found for individual bilinguals. A change
in the spectral characteristics at vowel
onset did however have a differential
effect on labelling according to language
bias. There is therefore some evidence

for the theory that bilinguals have a
"base language” which determines which
speech pattern cues are used in
perception. Indeed, bilinguals exposed to
English early were shown to be more
sensitive to changes in spectral
characteristics of the vowel and showed
this sensitivity both in French and
English modes. Further support for a
"base” language in bilinguals can be
found at a different level of processing.
Indeed, Cutler et al. [3] found that only
French-dominant bilinguals made use of
syllabic segmentation, which s
appropriate for French but not English,
even though all subjects in the study
were strong bilinguals. There is therefore
evidence from different sources that even
in highly proficient bilinguals, one
language dominates in terms of certain
aspects of language processing.
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Table I: Phoneme boundary measures
(ms VOT)

FRENCH-BIAS BILINGUALS

Mean 95% conf.int.

Ben/VOTE 115 69— 159
Ben/VOT F 77 26- 129
Pen/VOTE -9.8 -158 - -38
Pen/VOTF -i4.7 -179 — -11.5

ENGLISH-BIAS BILINGUALS
Ben/VOT E 80 * *
Ben/VOT F 9.7 -12- 194
Pen/VOTE -204 -32.2 - -12.1
Pen/VOTF -214 -275 - -165
* not estimable

Figure 1: Mean VOT measurements for
productions of /pen/ and /bep{ by
monolingual speakers and bilingual
speakers in each language.

Figure 2: Mean labelling functions for
monolinguals and bil'mg}xals grouped
according to language bias.
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TEMPORAL CUES IN THE PERCEPTION
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ABSTRACT

The perceptual role of several temporal
characteristics as cues to the voicing
contrast in Russian is investigated. The
following parameters were examined: du-
ration of the closure, duration of the pre-
ceding vowel and duration of voicing
during the closure. In identification exper-
Iments, all three factors contributed to cue
the contrast. The duration of closure
VvoICing was an important cue. Consonant
and vowel duration contributed either
when they were co-operating with the
voicing cue or when the voicing cue was
ambiguous. In addition, the results sup-
port a model where the absolute duration
of voicing, rather than voicing duration
relative to closure duration, is perceptually
relevant.

1. INTRODUCTION

Th_e'relevance of temporal cues to the
voicing contrast has been widely investi-
gated, both with regard to English
(closure voicing and consonant duration
[5], vowel duration [8]), the
consonant/vowel ratio [2, 71, consonant
and vowel duration as independent cues
[6]), and, for example, French {3] and
chmgn [4]. This paper extends the
Investigation to Russian, testing temporal
dlffcrcpces which were found in
production [1]. It was found that, as in
English, voiced consonants were shorter
than their voiceless counterparts and the
vowel preceding the consonant longer.
The present perception experiments were
designed to investigate whether these
differences could be perceptual cues to the
contrast, and if so how they interact with
a third cue: the duration of voicing during
the closure.
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2. METHOD

2.1 Stimuli

Two pairs of tokens were selected from
recordings previously analysed [1]. The
tokens were /rota/ ['rota] (military
company) and /roda/ ['roda] (sort,
gen.sg.). A pair was taken from two
female speakers’ recordings (referred to
below as Set 1 and Set 2 respectively). In
Set 1, the /roda/ token contained voicing
at the /d/ burst, as the stop was fully
voiced; this cycle at the burst was not cut
out in the editing (see below); in Set 2
voicing at the burst was absent, voicing
during the closure having ceased before
the burst.

The vowel and stop durations (in msec) of
the tokens are as follows:

Set 1 Set2
stop vowel stop vowel
froda/ 65 168 ‘81 165

/frota/ 113 145 114 144
difference +48 -23 +33 21

note: stop duration refers here to the dura-
tion of the hold phase only.

The four original tokens (sampled at
20kHz) were digitally edited as follows:
a) Jt/ in /rota/ was shortened: to 65 msec
in Set 1 and to 81 msec in Set 2.

b) /d/ in /roda/ was lengthened: to 113
msec in Set 1 and 116 msec in Set 2.

©) /o/ in /rota/ was lengthened by repeating
a section of the steady state vowel: to 169
msec in Set 1 and 165 msec in Set 2. The

stop duration was kept as in the original
token.

d) /o/ in /roda/ was shortened by cutting
out a section of the steady state vowel: to
144 msec in Set 1 and 143 msec in Set 2.
The stop duration was kept as in the
original token.

In each of these eight stimuli, therefore,
one cue has been introduced which con-
flicts with the other information present in
the token. A comparison of responses to
the edited stimulus and to the unedited to-
ken will show the effect of this alteration.

To test the interaction of stop or vowel
duration and voicing during the closure,
in each of the above 8 stimuli, together
with the 4 original tokens, the closure
voicing was edited out in stages, in the
case of /roda/ stimuli, or added in in
stages, in the case of /rota/ stimuli. 12 se-
ries of stimuli were thereby created, each
with a gradually increasing duration of
voicing during the closure.

The series resulting from an original /rota/
token are referred to below as /rota/
stimuli, those from a /roda/ token as /roda/
stimuli.

2.2 Procedure

There were 10 presentations of each of the
78 stimuli. The experiment was in two
parts: Set 1 and Set 2 stimuli being
presented separately. Within each part the
presentations were randomised, and
preceded by 10 other words recorded by
the same speaker. The experiment was
carried out in Moscow, with 37 subjects
who were native Russian speakers aged
17-40 resident in Moscow (18 female, 19
male). The subjects heard the stimuli
played on a cassette recorder in quiet
surroundings, 27 with headphones, 10
without. The format was a forced choice
identification task, and subjects wrote
their responses on prepared answer
sheets.

3. RESULTS AND DISCUSSION

3.1 Voicing during the closure

Figures 1 and 2 present the mean re-
sponses to the /rota/ stimuli Set 1 and 2
and the /froda/ stimuli Set 2. It can be seen
that voicing during the stop is an impor-
tant cue. Full voicing leads to approxi-

mately 100% /d/ responses. Absence of
voicing leads to 100% /t/ responses in the
case of /rota/ stimuli, and in the case of
[roda/ stimuli to 47.7%, 60% and 80.6%
/t/ responses, depending on stop and
vowel duration. Full voicing is, not unex-
pectedly, a sufficient cue to override all
others, including in the case of /rota/
stimuli all other cues to a /t/ present in the
original token. The absence of voicing
does increase /t/ responses but is not, at
least in the case of this particular token, a
sufficient cue to a /t/.
a. frota/ stimuli Set 1
100

1

% [t/ responses
o B & 8 8

2\ 3

0 20 40 60 80 100
voicing during stop (msec)

b. frota/ stimuli Set 2

ses
5 8

3

0 20 40 60 80 100
voicing during stop (msec)

% [t/ responses
o 8 &8 8

Figure 1: Responses to /rota/ stimuli
with l=original stop and vowel
duration, 2=shortened stop, and
3=lengthened vowel.

22 of the 37 subjects gave a 100% /d/ re-
sponse to the /roda/ Set 1 stimuli, even
when the consonant or vowel duration
had been altered and there was no voicing
during the closure. Only two subjects
gave a 50% or more /t/ response to any
stimulus. The most likely characteristic
leading to this almost total /d/ response is
the presence of voicing at the burst.

For one subject only, there was an 80-
100% /t/ response to all /rota/ stimuli,
even with consonant or vowel duration
changed. For this subject, at least in the
case of these particular tokens, closure
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voicing is not a sufficient cue to a /d/ and
is being overridden by another cue or cues
to a /t/ in the token. His results are ex-
cluded from the mean results for the /rota/
stimuli presented below.

A

vmcmg dunng stop (mscc)

% It/ responses

Figure 2: Responses to /roda/ stimuli
Set 2 with 1=original stop and vowel
duration, 2=lengthened stop and
3=shortened vowel.

3.2 Vowel duration

Figures 1a and b show a small decrease in
/t/ responses to /rota/ stimuli with a
lengthened vowel, where closure voicing
is ambiguous. There is a small difference
in the 50% crossovers between the two
labelling functions: of 3.1 msec (Set 1)
and 4.8 msec (Set 2). In both cases t-tests
for paired samples show this difference to
be significant (Set 1: t = -3.40, p =
0.002; Set 2: t = —6.62, p < 0.001).

Figure 2 shows that in /roda/ Set 2 stimuli
the shortened vowel has an effect on re-
sponses where the closure voicing has
been almost completely edited out. The
combination of vowel duration and ab-
sence of voicing is a stronger cue than the
absence of voicing alone, although not a
sufficient cue to completely override oth-
ers in the signal. In the case of the stimuli
with 8 msec closure voicing, the differ-
ence in /t/ responses is 12.6%, which a
paired samples t-test showed to be signifi-
cant (t = 4.89, p < 0.001).

It is possible that the difference in re-
sponses is small because the amount by
which the vowel duration had been altered
was small. The alterations were this size,
however, in order to be representative of
the differences found in production.

3.3 Stop duration
In the case of /rota/ stimuli, the change to
a /d/ percept occurs with less closure

voicing when the stop is shortened than
when it is not (figures 1a and b). The dif-
ference in the 50% crossover points was
23.2 msec (Set 1) and 14.1 msec (Set 2),
which in paired samples t-tests were sig-
nificant (Set 1 t = -19.45, p < 0.001; Set
2t=-12.62, p < 0.001).

A possible interpretation of these results is
that the shorter consonant duration is an
additional cue to a /d/. However, as
shortening the stop automatically in-
creases the proportion of the stop which is
voiced (for a given absolute duration of
voicing), it is possible that the difference
in response is due rather to the listeners
using the voiced proportion of the stop as
a cue, and not the absolute duration of
voicing [3]. To test this, the responses
were analysed as a function of the
proportion of the closure which was
voiced (figure 3).

100
80

% [t/ responses

0 20 40 60 80 100
voicing as % stop

Figure 3: Responses to /rota/ Set 1
stimuli as a function of the percentage
of the stop which is voiced (1=original
stop duration 2=shortened stop).

The change to a /d/ response is now later
(that is, when there is a greater voiced
quotient) when the stop is shorter than
when it is the original length. This was
the case for Set 2 stimuli also. The differ-
ence between the 50% crossover points
was 7.1% in Set 1 and 10.0% in Set 2,
and was significant (Set 1 t = 6.49, p <
0.001; Set 2t =9.54, p < 0.001).

If the voiced quotient was the sole factor
determining the response, the two la-
belling curves would be identical. This
significant difference between the curves
is unlikely to be due to the shorter conso-
nant duration itself contributing, as the
difference is in the opposite direction to
that expected from production findings:
here, a shorter stop appears to require a
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greater voiced quotient to be perceived as
a /d/. If, however, it is the absolute dura-
tion of the voicing, and not the voiced
quotient, which is relevant in the percep-
tion of the contrast, the difference in fig-
ure 3 would be explained: a stimulus with
the shorter stop will have a greater voiced
quotient than a stimulus with equal abso-
lute duration of voicing but a longer stop.

If it is the absolute duration of voicing
which is perceptually relevant, figure 3
would not contradict the hypothesis that a
decreased stop duration is contributing to
a /d/ response: there would be no direct
evidence as to whether stop duration is
relevant or not.

100

L7

Q 80

g

& 60

> 2

; 40

=~

R 20 1
0+ v v g ———
0 20 40 60 80 100

voicing as % stop

Figure 4: Responses to /roda/ Set 2
stimuli as a function of the percentage
of the stop which is voiced (1=original
stop duration, 2=lengthened stop).

If it is correct to conclude that the absolute
duration of voicing is a cue, and not the
voiced quotient, an explanation for the
difference in the curves in figures la and
b (voicing in msec) is that the difference
shows the contribution of the decreased
stop duration to the perception of a /d/.

This conclusion is supported by re-
sponses to the /roda/ stimuli (figures 2
and 4). Whether closure voicing is
analysed in terms of proportion of closure
duration (figure 4) or absolute duration
(figure 2), a longer stop leads to more /t/
responses when there is little voicing
during the closure. The difference be-
tween the two labelling functions in /t/ re-
sponses to stimuli with 8 msec voicing
(32.6%) was significant in a paired sam-
ples t-test (t = 6.99, p < 0.001). The dif-
ference between the labelling functions
when 10% of the closure is voiced is also
significant (difference 24.4%, t = 5.86, p
< 0.001). Stop duration is therefore con-
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tributing to cue a /t/, however voicing is
analysed.

4. CONCLUSION

The duration of closure voicing is for
most of the above subjects an important
cue to the voicing contrast in Russian, al-
though not in all cases does it override
other cues present in the signal. The anal-
ysis supports a model in which the abso-
lute duration of voicing is relevant and not
the duration of voicing in proportion to
that of the stop.

Stop and preceding vowel duration are
additional cues to the voicing contrast in
Russian. They have been analysed in this
paper as independent factors; further anal-
ysis will investigate whether or not the re-
sults support a quotient model in which
consonant to vowel ratio is the relevant
perceptual cue.
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ABSTRACT

According to a known hypothesis, the
perceived degree of openness in vowels
is given by the CB-rate difference
(tonotopic distance) between F1 and
FO. Synthetic vowels and diphthongs
with non-stationary Fo and/or F were
used to find out whether it is the instan-
taneous Fo, its average, or the prosodic
baseline, that is relevant here. Most
subjects behaved in accordance with
the basic hypothesis, but some attached
a smaller weight to Fo. The results sup-
port the relevance of the prosodic base-
line as well as that of the instantaneous
value of Fo. Between speaker differ-
ences in behaviour were prominent.

1. INTRODUCTION
It is well known that the phonetic qua-
lity of phonated vowels, in particular
their perceived degree of openness, or
vowel "height”, depends not only on the
frequencies of their formants but also
on their Fo. According to one hypothe-
sis, the perceived openness is given by
the tonotopic distance (CB-rate differ-
ence) between F1 and F0 [6]. Data on
Fo and the formants of vowels produced
at different degrees of vocal effort and
by speakers with differently sized vocal
tracts are largely compatible with such
an hypothesis [5, 7). It is, however, still
in question whether it is the instan-
taneous Fo, its average, or some other
kind of context dependent reference
value that is relevant here.

The tonotopic distance hypothesis
was first proposed to explain the results
of perceptual experiments with syn-
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thetic vowels [6]. Its quantitative valid-
ity has been questioned on the basis of
results obtained in another perceptual
experiment, in which the influence of
Fo turned out to be smaller [4]. The dis-
crepancy can be explained if it is as-
sumed that listeners relate F; to the
prosodic baseline rather than to an in-
stantaneous or average value of Fo [8].
Such a baseline is obtained by inter-
polation between successive minima in
the Fe-contour of the breath-group in
question.

Data on Fo in different styles of
speech show that an invariant minimal
value of Fo is characteristic of each
speaker [9]. That value of Fo is nor-
mally reached close to the end of state-
ments. It appears to be stable in various
types of paralinguistic variations, such
as the degree of involvement [1] and in
different styles of speech [2, 3], at least
as long as these do not involve an over-
all change in vocal effort. More pre-
cisely, the invariant value of Fo is
slightly above its minimum, and it
might represent an average of the base-
line.

If this is to be reflected in speech

’perception, listeners should, in effect,

relate Fy to an estimate of the speaker’s
prosodic baseline in judging vowel
openness. According to slightly differ-
ent hypotheses, the minimum Fo in the
whole breath-group or in a smaller unit
of speech might be relevant instead. In
order to test the various hypotheses, an
experiment was performed with syn-
thetic vowels and diphthongs in which
either F1 or Fo varied or both varied in
unison.

2, METHOD

2.1 Stimuli

The stimuli were synthesized digitally
by means of a terminal analog of the
vocal tract, using a three-parameter
voice source and 8 formant filters in
cascade. The excitation signal used imi-
tated that observed, by inverse filtering,
in a vowel produced by a woman. Thus,
Fo followed a natural intonation con-
tour. The nominal Fe-values referred to
in the following are amplitude
weighted mean values. These were 161,
250, 347, 453, 569, and 697 Hz, repre-
senting steps of 1 Bark. The stationary
positions of Fy were 250, 347, 453, 569,
697, and 838 Hz. The formants above
F1 were in all stimuli invariably at the
following positions in Hz: 2 220, 3 406,
4 434, 5050, 5 741, 6 785, 7 829.

The stimuli had a duration of 470
ms. Prospective diphthongs were ob-
tained by frequency modulation of F1
and/or FQ with part of a sinusoid with a
period of 360 ms, phased such that the
nominal target values of F1 and Fo were
reached 30 ms after the beginning and
80 ms before the end of the stimuli.
The asymmetry was motivated by a
final decrease in excitation amplitude.

The nominal Fo-targets for the diph-
thongs were 250 and 453 Hz (stimulus
series 3a and 3b), 161 and 569 Hz (4a
and 4b), and 250 and 347 Hz (Sa and
5b). The targets of F1 were in each
sereis 1 Bark above those of Fo.

2.2 Subjects

The stimuli were listened to and tran-
scribed phonetically by 20 subjects, re-
cruited among the personnel and
students of the institute. Their first lan-
guages were Swedish (12), German (2),
Finnish, Estonian, Russian, Bulgarian,
English, and Portuguese (1 each). The
subjects reported no hearing disorders
and they claimed good vocal profi-
ciency in 4.7 languages, on average.

2.3 Procedure

The stimuli were presented binaurally
through headphones in 8 series with 6
(first two series only) or with 9 stimuli
each, as follows: (1) nominal Fo = 161
Hz, F; rising in steps of 1 Bark. (2)
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Both Fo and F; rising in steps of 1 Bark.
The remaining series (3a to Sb) con-
tained stimuli in which both Fo and Fi
varied between the chosen target
values. Each of these six series included
also one sample of each combination of
stationary target values: Fo low, F1 low;
Fo low, F1 high; and Fo high, Fi high.
Series a and b differed only in the order
of presentation.

3.RESULTS

The stimuli were predominantly heard
as front unrounded vowels with or
without diphthongization. In some
cases subjects heard front rounded
vowels. The responses were computed
according to the associated degree of
openness as follows: [i y}: 1, [e @]: 2,
[0]: 2.5, [ece]: 3, [2]: 4. For diacritical
marks "more (less) open” 0.5 was added
(subtracted). In order to accommodate
various diphthongs, the responses were
quantified using four subsequent values
according to the following model: [e]:
2222, [ej), [e: 2221, [ei]: 2211, [Ci):
2111,

Fig. 1 shows the average perceived
degree of openness in the vowel series
with subsequently rising F1 with and
without rising Fo (series 1 and 2). The
last one of the four values assigned to
each response was ignored. The vowels
with the same Fo and the same higher
formants, but with subsequently rising
F1 were unanimously perceived as sub-
sequently more open, from [i] to [z]
(upper line). The spread in perceived

openness
w
|
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openness was small. As for the stimuli
in which both F; and Fo increased
(lower line), ten subjects perceived es-
sentially no change in openness, hear-
ing all as [i] (lower dashed line), while
the other ten were less uniform in be-
haviour. For them, only about 40 to 70
% of a shift in F; was compensated by
an Fo-shift equal in Bark (upper dashed
line). The subjects behaved in a unani-
mous fashion only up to Fo = 250 Hz.

Fig. 2 shows the effect of variations
in F1 on the perceived degree of open-
ness as a function of time from the
beginning to the end of each stimulus
in the series 3 to S. The two non-termi-
nal openness values have been aver-
aged for these figures. The figure shows
the results pooled over all subjects and
over all three choices of extreme values
for F1 and Fo. There was no noticeable
difference between the two orders of
presentation. Fig. 2a includes the four
cases in which Fo was low, while F; was
low (1), rising (r), high (h), and falling
(f). In Fig. 2b, Fo is falling, while F; is
either high or falling. In Fig. 2¢, Fo is
rising, while F; is either high or rising.

Fig. 3 is analogous to Fig. 2, but it
shows the effect of variations in Fo
when Fi is given. Fig. 3a includes the
four cases in which Fi was high, while
Fo was low (1), rising (r), high (h), or
falling (f). In Figs. 3b and 3¢, F; is rising
and falling, respectively, while Fo is
either low or rising and falling with Fi.

The stimuli in which F; and Fo were
"stationary" were often heard as finally
diphthongized. This tendency is exag-
gerated in the results, since even a
slight degree of closing diphtongization
in open vowels was often transcribed as
[V]or [Vjl.

4. DISCUSSION

The results of the first experiment show
that the typical listener behaves quite
precisely in accordance with the tono-
topic distance hypothesis. The results
of the large group of listeners who ap-
pear to attach a smaller weight to FO
are troublesome. Considering the quite
high degree of naturalness of the
stimuli, these results tell us that there
will be large between speaker discre-



pancies in perceived phonetic quality
even in natural speech produced at
high vocal effort, in particular by child-
ren, and in soprano singing. As for the
age-conditioned variation per se, which
is also reflected in an approximately
uniform shift in Fo and F, there is a cue
to vocal tract size in the formants above
F2, which is likely to reduce between
listener variation for that case.

Fig. 3 demonstrates clearly that the
instantaneous Fo (or a short time aver-
age) is of some importance. If the sub-
jects were only sensitive to Fo averaged
over the whole stimulus, the contours
in each panel would run in paralle],
with a vertical displacement. If they
were only sensitive to the Fo-minimum
within each stimulus, the contours in
each panel, except h in 3a, would coin-
cide. If they were only sensitive to the
baseline, all contours would coincide
within each panel. On average, the data
show a combination of baseline and in-
stantaneous effects, the relative weight
of the latter increasing from 0.36 to
0.68 during the course of the stimuli,
but this does not hold for each subject.

The responses of individual subjects
to the stimuli of Figs. 2 and 3 are not
generally predictable from their re-
sponses to those of Fig. 1. This is shown
in Fig. 4, in which the Fe-sensitivity (in
% compensation) in the two types of
context is shown for each subject. The
comparison includes only the stimuli
with "stationary" Fo. The correlation be-
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tween the two sets of data is low (0.44).
There were some subjects who relied
entirely on the instantaneous Fo, while
others relied on the baseline. The
former appear along the diagonal (y =
x), the latter where y = 0. Thus, be-
tween speaker differences turned out
to be very prominent.

In a previous experiment, in which
the perception of F2’ was in focus, it
was also observed that some subjects
behaved consistently in agreement with
the tonotopic distance hypothesis,
while others showed a reduced in-
fluence of Fo and often a less consistent
behavior [10]. The proportion of the
latter was lower among speakers of
Swedish than among speakers of
Turkish. Apparently, it had been still
lower in speakers of Austrian German
[6]. This might then be correlated with
functional load: The minimum number
of openness distinctions which are nec-
essary to describe the phonological dis-
tinctions in the vowel systems is two for
Turkish, three for Swedish, and four for
Austrian German. As for the balance
between instantaneous Fo and its base-
line, the functional load of tone might
be of importance, but there are no data
to substantiate such a hypothesis.
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ABSTRACT

A consensus transcription by two inde-
pendent phoneticians of four speakers'
readings of a two-minute passage was
compared with the hand-labelling of the
same recordings. A broad phonetic level
of transcription was employed as this
level of representation is usual in speech
technology applications; the same symbol
inventory was used for labelling. A num-
ber of differences between transcription
and labelling are discussed with reference
to the theoretical problems of relating
auditory symbolic representation to the
acoustic signal; the mapping of tran-
scribed elements onto temporally defined
acoustic segments is less than straight-
forward.

1. INTRODUCTION

There is a long tradition behind a num-
ber of internationally established conven-
tions for the auditory specification of the
segmental structure of utterances. In the
case of prosodic structure, the conven-
tions are of a more language-specific and
theory-bound nature. With the growing
availability of digitised speech recordings,
facilities for representing the speech signal
graphically, and the urgent need for large
annotated speech databases, these con-
ventions are being challenged. Labellers
are faced with the task of relating two
phenomenologically different manifesta-
tions of speech: a symbolic representation
using transcription symbols and a two
dimensional transformation of the physi-
cal speech signal on the screen.

This paper addresses this theoretical
dilemma. The cases of segmental structure
examined include a)voiceless schwa b) the
occurrence of glottal stop or constriction
and c¢) linking and syllabic /r/. Though
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these are only a small number compared
to the speech sounds transcribed and
consistently segmented and labelled in
these recordings, they are the product of
normal articulatory processes, not freak
events which could be safely ignored in
the description of normal continuous
speech. While they disappear as "noise"
in the training distributions of stochasti-
cally based speech-recognition systems,
they are in fact signal properties which,
consistently labelled, could provide addi-
tional structural information for the gen-
eration of phonological rules. The
prosodic investigation focusses on tone-
group demarcation in the transcription: the
consistency with which transcribers place
tone-group boundaries and the relation-
ship of these boundaries to labelled
pauses.

2. SPEECH MATERIAL AND ITS
REPRESENTATION

For the segmental analysis, four
recordings of approximately two minutes
each of the "Numbers Passage” from
EUROM.0, the first CD-ROM database
of the Esprit Project 2589 (SAM) were
transcribed by two trained and experi-
enced phoneticians. They were also hand-
labelled by a number of SAM research
assistants and cross-checked by the au-
thors.

The level of detail given in the auditory
transcription can be described as "broad
phonetic". Only symbols available from
the phonemic inventory of Southern
Standard English were used, but changes
to the phonemic structure of words result-
ing from continuous speech processes
were captured, e.g. [k@m bi] for "can
be" or [b{g k@Uld] for "bad cold". On
the other hand, similar assimilatory pro-



cesses such as dentalisation of /n/ in se-
quences such as "on the” or "in that" are
not distinguished from regular alveolar
realisations. Syllabic sonorants were rep-
resented (e.g. [=m, =n, =l]).

The same inventory was employed for
labelling which was based on visual
scrutiny of the speech pressure waveform
and simultaneous auditory examination of
sections no shorter than one syllable in
length.

3. TRANSCRIPTION VS
LABELLING

3.1. Segmental issues

The discussion concentrates on those
aspects of symbolic description which are
sensitive to a) the difference in size of
processing frames generally available in
auditory transcription compared to those
used at a labelling workstation, and b) the
discrepancy between the transcription goal
of merely perceiving a string of appropri-
ate sounds and the need in labelling to an-
notate every part of the signal and to as-
sociate each element in the symbol string
with a discrete signal segment.

a) Voiceless schwa?

The possible elision of schwa in ex-
tremely reduced syllables is well accepted
for English (e.g."proprietary" ending in
[t@ri] or [tri] [2]), but it is not usually
given as a possible process in the weak
form of "to". However, in the many oc-
currences of the phrase "to the", there
were several cases of the /t/ release merg-
ing into the following interdental fricative
/D/. Perceptually, the impression was of
two, albeit extremely short, syllables, so
the Broad Phonetic transcription was,
logically, [t@D@]. The labelling decision
was just as clear: in the case of stop-
vowel sequences, the release burst and
associated following frication are nor-
mally counted as part of the stop, period-
icity in the signal is necessary for the la-
belling of a vocalic segment. Consequent-
ly, the absence of a part of the signal on
which to attach a vowel label led to the
labelled sequence [tD@].

Although a narrower phonetic tran-
scription might have shown the schwa to
be voiceless, it is doubtful whether, given
the disyllabic percept, and the occurrence
of a true vowel very soon after, that the
voicelessness of the first syllable can be
perceived in the normal flow of the
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phrase. Only by isolating the two sylla-
bles with a speech editor does this become
apparent. The artificiality of the segmen-
tation criteria is readily apparent; post-re-
lease aspiration, however short, has the
function of identifying both a vowel and a
consonant. In contrast, devoicing of lig-
uids in stop-liquid sequences is a gener-
ally accepted phenomenon (e.g. in
"place”, "ry"). Here transcribers and la-
bellers can be in complete agreement: pe-
riodicity is not required, so the frication
following the stop burst may be labelled
as part of the liquid.

b) Glottal stop or constriction?

The glottal stop is not part of the
phonemic inventory used for transcription
and labelling. However, glottal stops are
clearly audible in the recordings. It is well
known that the glottal stop has a number
of functions in English. It can reinforce
voiceless plosives, replace /t/, and mark
the vocalic onset of a stressed syllable.
These three different functions corre-
spond, at least in theory, to different
manifestations in the speech signal:
Reinforcing /p, t, k/, it occurs just before
the period of silence resulting from the
stop closure [2]. In both of the other two
cases it can occur between vowels; glottal
onset occurs at the beginning of stressed
syllables and glottal /t/ replacement alone
only occurs before unstressed vowels.
The combination of glottal /t/ replacement
+ glottal vowel onset is differentiated
from glottal vowel onset alone by the
checked nature of the preceding vowel.

Thus, perceptually there are no prob-
lems in identifying them, and in a narrow
transcription task their occurrence could
be recorded. In a labelling task, however,
they present manifold problems, since
they cannot be treated consistently. A per-
ceived glottal stop may consist of a period
of total glottal closure similar to a stop
closure, but more frequently it is charac-
terised in the speech signal by either of the
following:

i) a rapid increase in the duration of the la-
ryngeal period, and, after a number of
very long periods, a return to normal du-
ration;

ii) a reduction in initial peak amplitude
over one or two cycles, often accompa-
nied by irregular period duration.

We use the cover term "glottal constric-
tion" for the above two cases when there
is no "glottal stop" as such.



Preceding a period of silence, length-
ened or irregular glottal periods can ar-
guably be considered part of the preceding
vowel or sonorant (since the spectral
properties are unchanged). They may,
however, signal the preparation for a
glottal onset of the following vowel (and
are therefore a cue to the ensuing glottal
closure), the reinforcement of a stop con-
sonant (the closure phase of which consti-
tutes the silence) or the replacement of a /t/
(where the silence is due to a glottal clo-
sure). All three can be auditorily distin-
guished and do not pose problems for the
labeller at the broad phonetic level since
the only symbol type permissible is a
plosive which can be conveniently at-
tached to the silence; the glottal reinforce-
ment of vowels does not have to be
marked.

In the case of /t/ replacement, there are
problems with glottal constriction; the
amplitude and period irregularity in the
signal may constitute the only part of the
signal which can be associated with the
/t/. Furthermore, it does not need to be
very accurately placed to result in an ac-
ceptable percept. It may be regarded as an
“overlay"” on a slowly changing vocalic or
sonorant sequence, and it does not always
occur in the transitional phase. In one ex-
treme case, "point zero" was produced
with the glottal /¢/ replacement occurring at
the beginning of the [n] segment (see
figure 1). The most accurate labelling of
the event was [polt=n}, although this
aberrant sequence was only perceivable
after isolation with the speech editor.
¢) Linking and syllabic Ir/

[/@1/ and /r@/ sequences resulted in a
number of transcription-labelling diver-
gencies. They were consistently tran-
scribed as diphonic, while in seven cases
they were labelled as [=r]: in "numerals”,
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"score and” and "number eight". The case
of "numerals" is similar to that of words
such as "preference" and "different”,
given in the literature [3] where compres-
sion can also occur. Two labelled ver-
sions were found: [njum=r@lz] and
[njumr@]z], depending on whether two
or three syllables were perceived. Syllabic
/r/ is not generally said to occur as a mani-
festation of linking /r/. In "score and" and
“number eight” it was found for both /r@/
and /@r/: [skO:=rn] and [nVmb=r elt].
The nature of schwa and /n/ make their
segmentation in the speech signal arbit-
trary, even when a schwa is clearly pre-
sent. In the seven cases recorded as [=r1],
there was no schwa portion distinguish-
able from the /r/, and the /r/ was con-
firmed as syllabic by listening to it with
only the preceding context (using the
speech editor). Listening to the syllable
sequence in context (transcription mode)
reduced the clarity of the [=r] percept.

3.2. Tone-group demarcation

Common to most systems of intona-
tional representation is the provision for
intonational boundaries of some kind.
Within the British approach, such units
consist of the tone-group, containing an
obligatory nucleus. Since the only proso-
dic labelling of Eurom-0 presently avail-
able is the specification of pauses, the
consistency across transcribers in placing
these boundaries and the relationship of
these boundaries to labelled pauses were
examined. To this end, eight experienced
British phoneticians were asked to tran-
scribe tone-group boundaries in the first
two paragraphs of one speaker’s rendition
of the numbers passage.

Of the 43 boundaries which appeared
in the transcripts, 32 were unanimously
transcribed. 26 of these coincided with

] z

Figure 1 Glottal replacement of /t/ in the phrase "point zero”
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pauses (>50ms) in the signal and six had
complete agreement without a signal
pause. Discrepancies in the transcriptions
were found at 11 locations (none with
signal pauses).

Four cases of disagreement occurred in
the sequence "two, three, four, five, six,
seven, eight, nine". Its tonal structure can
be informally described as an alternating
sequence of relatively high and relatively
low shallow rises of the type:

twO thre® fouf fiv® siX ceyth  ©ic.
Two of the transcribers grouped together
sequences of "high" rises followed by
"low" rises and six marked a tone-group
boundary between each item in the se-
quence.

The tonal and rhythmic patterns in the
sequence suggest that there is a need for
capturing a hierarchical structure beyond
that of tone groups and intonational para-
graphs. The list of digits might most satis-
factorily be seen as a pattern of minimal,
single-word units, co-ordinated, in turn,
within larger ones. Whether the single-
word units are below that of the tone
group (cf Beckman and Pierrehumbert's
intermediate phrase[1]) or above, is an
issue for further theoretical discussion.
What matters is that, for the transcription
of continuous speech, a variety of proso-
dic boundary types might engender great-
er consistency amongst transcribers, a ne-
cessary prerequisite for the investigation
of correspondences between transcribed
boundaries and properties of the signal.

It is clear that the elements in the se-
quence are syntactically linear since they
are components of a simple list. It would
be interesting to ascertain whether tran-
scribers would be more consistent in
placing boundaries when a syntactic hier-
archy is apparent such as in the phrase
"red book, green pen, brown desk” where
a similar tonal pattern might be produced:
red pook 8" pen bIOWT

A second area of inconsistency was in
the case of a) "be composed”, b) "no
system” and c) "keep pace” A boundary
was marked by five transcribers in a) and
b) and by four in ¢). In a) and b), there
were also discrepancies between the tran-
scriptions of accented syllables. In c), all
were transcribed keep pace. In all three
cases, there was a high pitch on the first
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word and a low level pitch on the second
as follows:

a) composed system C)k pace
Transcribers who recorded a boundary
after the second word also marked it as
accented. Some transcribers may have
been reluctant to place a boundary in these
positions because the pitch on the second
word was level, this being the most
problematic of the tones in a theory where
dynamic pitch is generally seen as an indi-
cator of nuclearity.

A hierarchical intonational structure
might facilitate the task of the transcriber
here too. The intonation of the phrase in
which b) and c) appear: "no system could
keep pace”, might thus have a larger unit
consisting of both step-down contours,
but each would also be a unit in its own
right.

4 CONCLUSION

The divergencies discussed in the
above sections highlight the theoretical
problem underlying the association of
auditory and signal-based analysis. At the
segmental level, the facility for precise,
de-contextualised replay may lead to more
closely signal-linked percepts than is
possible (or even desirable) in traditional
auditory transcription. Also, the demand
in labelling to allocate only one symbol to
any given stretch of signal contradicts the
known parallel nature of information
transfer in speech. In fluent continuous
speech, this will always lead to conflicts,
however clearly segmentation criteria may
be formulated. At the prosodic level, 1t
appears that inconsistencies in marking
tone group boundaries were mainly a
result of the inability of the system as it
stands to capture a hierarchical structure.
As at the segmental level, overlapping
units cannot be consistently forced into a
linear string,
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SONE-SCALED AND INTENSITY-J.N.D.-SCALED SPECTRAL
QUANTISATION OF CHANNEL VOCODED SPEECH

R. Mannell
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ABSTRACT

Natural speech tokens were passed through a
Bark-scaled channel vocoder simulation and
the outputs of the 18 B.P. analysis filters
were quantised at various multiples of the
Sone scale and the intensity-j.n.d.-scale. The
resulting synthetic speech was presented to a
group of listening subjects and intelligibility
scores were obtained for each type and level
of quantisation. The results suggest that the
Sone scale is preferable to the intensity j.n.d.
scale at mid frequencics where many
important speech cucs are to be found.

1. INTRODUCTION

There is more than one way of measuring
human perception of sound intensity. Apart
from the measurement of intensity thresholds,
there are three main procedurcs. One
procedure involves the measurement of just
noticeable differences (j.n.d.'s or difference
limens) [S). The second procedure involves
the examination of which intensities are
equivalence at different frequencies (the Phon
scale) (4] The third procedure asks what
changes in intensity are required to produce
a doubling (for example) in the perceived
loudness (Sones) [11). A fundamental
question that has still not been fully
addressed is how these measures relate to
each other and to the perception of speech. It
might be expected that the Sone scale would
be more relevant to speech perception than
intensity j.n.d.’s as the former can be derived
from both complex sounds and pure tones
whilst the latter was originally derived from
pure tones. Moore and Glasberg [8] argue
that the loudness of even pure tones "depends
upon the integration of loudness over a
certain frequency region" (eg. 1 Bark or 1
ERB). The main disadvantage of the Sone
scale is that it is very difficult to derive for
individual subjects whilst it is relatively
straightforward to determine the amplitude
jn.d.’s. This may explain the tendency for
people working with cochlear implants to
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quote implant performance for individual
subjects in terms of j.n.d.’s relative to the
overall dynamic range [1].

2. PROCEDURE

A channel vocoder simulation developed for
another project [7] was modified to
incorporate a quantisation module aficr the
analysis BP and LP filters (see figure 1). The
vocoder had identical analysis and synthesis
filter banks consisting of 18 Bark-scaled
filters the outputs of which werc
demodulated by identical 50 Hz LP filters.

Two quantisation procedures were utilised,
one based on the intensity- j.n.d. scale
(henceforth the j.n.d. scale) and the other
based on the Sone scale. The j.n.d. scale was
taken from Gulick [5] (p115) and the values
were logarithmically interpolated in the
frequency dimension to obtain approximate
jn.d. curves for each of the 18 centre
frequencies of the BP filicrs. For each centre
frequency the 0 j.n.d. point was sct as the
threshold intensity and the 1 j.n.d. point was
determined to be the threshold plus the j.n.d.
value at the threshold intensity. The 2 j.n.d.
point was dctermined to be the intensity at
the 1 j.n.d. point plus the j.n.d. value at that
intensity and so forth to give curves similar
to that depicted in figure 2. The Sonc scalc
was devcloped in the following way. Firstly
the Phon values were dctermined (after
Robinson & Dadson [10]) for cach of the
filler centre frequencies. For 40 Phons and
above Sone valucs were derived from phon
valucs using the formula of Kinsler et al [6]
: L = 0.046 x 10“**) )
(where L is loudness in sones, and Ln is
loudness level in phons)

Bcelow 40 phons this relationship no longer
holds accurately and so values were derived
from the data given in Fleicher [3]. This
procedure directly produces the sone curves
for each of the filier centre frequencics
similar to the curve given in figurc 2.



The tokens were quantised at the output of
the analysis demodulation LP filters at 4
different j.n.d. levels (1, 2, 4 and 8 j.nds")
and at 6 different sone levels (0.2, 0.4, 0.8,
1.6, 3.2 and 6.4 sones) as well as a "normal”
16 bit quantisation utilising the same filters
and forming the benchmark condition. This
gave 11 sets of data in ail. The quantisation
curves (at 1000 Hz) for the 4 j.n.d. and the 6
sone conditions are shown in figure 3.

The test items were 11 vowels in an /h_d/
frame and 19 consonants in a CV frame
(V=/a:/) spoken by a speaker of Australian
English. These tokens were recorded to
professional audio standards in an echo free
room digitised and vocoded on a VAX
computer. The tests were conducted in a
sound treated room using calibrated TDH-49
headphones with standard cushions and
circumaural seals. The test tokens presented
unmasked at 70 dB s.p.l. (ref. 20 uPa). The
20 listeners were all native speakers of
Australian English and none had a history of
hearing or speech pathology and all were
screened with a speech discrimination test
which ensured that they were reliably able to
identify monosyllabic words presented at 40
dB s.pl. Relevant pairs of intelligibility
conditions and classes were compared using
the chi square test and tested for significant
difference at the 0.01 level

3. RESULTS AND DISCUSSION

The intelligibility results for the 11 test
conditions are shown in figures 4 and 5 for
various phonetic classes. Figure 4 indicates
that even the greatest levels of quantisation
do not achieve a great deal of intelligibility
loss for the vowels (as a class). The
intelligibility of the vowels for the 3.2 and
6.4 sone conditions are nevertheless
significantly lower the that of the 0.2, 0.4,
and 0.8 sone conditions. It must also be noted
that at about this level of quantisation the
quality of the vowels dcteriorates dramatically
and they sound like they are spoken under
water. It is interesting to note that some
cochlear implant patients comment that the
speech that they hear via their implant sounds
like it is being spoken under water. For
consonant intelligibility the 8 j.n.d. condition
is significantly lower in intelligibility than the
16 bit condition whilst the 1.6, 3.2 and 6.4
sone conditions were significantly lower than
the 16 bit and 0.2 sone conditions. An
examination of both the curves and the above
statistics suggests that the 8 j.n.d. condition
may be equivalent in its effects on consonant
intelligibility to either the 1.6 or the 3.2 sone
conditions.
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An examination of the results shown in
figure 5 indicate fairly clear patterns for
three of the classes (the stops being difficult
to interpret). For the fricatives, 1.6, 3.2 and
6.4 sone results are significantly lower than
the 16 bit and 0.2 sone results whilst the §
j.n.d. results are significantly less than the 16
bit and 1 j.n.d. results. Examination of the
curves suggests that for the fricatives the 8
j.n.d. condition seems to produce equivalent
results to the 1.6 sone condition. For the
nasals, similar results occur with significant
drops in intelligibility at 1.6 sones and 8
jn.d.'s and it would seem that the 0.8 sone
and 4 j.n.d. conditions are equivalent in their
effects upon inteiligibility. In the case of the
continvants the 6.4 sone condition is
significantly lower than the 0.2 sone
condition whilst all of the j.n.d. conditions
are not significantly different. The equivalent
points on these two curves appear to be the
3.2 sone and the 8 j.n.d. conditions.

In summary, for all phonetic classes there is
no significant deterioration in intelligibility
from 1 to 4 jnd.’s and from 0.2 to 0.8
soncs. These conditions also show very little
degradation (relative to the 16 bit case) in
overall speech quality. Intelligibility
deteriorates between 0.8 and 1.6 sones and
between 4 and 8 j.n.d.’s and evidence from
both the statistics and the intelligibility
curves suggests that the 4 j.n.d. condition is
approximately equivalent to either the 0.8 or
the 1.6 sone condition. Neither the 0.8 sone
nor the 4 jn.d. condition ever display a
significant drop in intclligibility relative to
the 0.2 sone or the 1 j.nd conditions

respectively. These conditions can be
considered the maximum levels of
quantisation allowable before the

intelligibility significantly deteriorates (at
Icast for some classes) and they are also the
coursest levels of quantisation that do not
show a noticeable drop in speech quality. An
examination of figure 3 indicates that the 4
jn.d. curve intersects the 0.8 j.nd. curve a
little below 40 dB and that it intersects the
1.6 sone curve at about 50 dB (at 1000 Hz
for a presentation level of 70 dB). This
implies that the maximum allowable
quantisation level is determined by the
degree of quantisation down to about 40 dB
and that about one quantisation step is all
that is required below this level. It seems
that the maximum degree of quantisation
allowable before intelligibility and quality
deterioration occurs is around 1 sone and
that at the minimum intensity for which there
appear to be significant cues (ie. down to
about 40 dB) the j.n.d. curve which matches



the 1 sone curve the closest is the 4 j.n.d.
curve.

A 70 dB presentation level was chosen for
several reasons. Firstly, it is a comfortable
listening level corresponding to the level of
normal conversation. Secondly, the shape of
iso-response auditory nerve tuning curves
have consistent shape up to about 70 dB but
increasingly distort above that level as
saturation occurs {9]. Further, Dowell et al
[2] found 60-70 dB but not 80 dB to be good
presentation levels for cochlear implants.
These similar figures imply that auditory
nerve saturation is the limiting factor for both
nommally-hearing and cochlear implant
subjects. It is reasonable to assume that we
have adapted our normal speech levels to
make use of that part of the intensity range
(70 to 40 dB s.pl) where there is both
sufficient intensity to pick up important cues
up to 30 dB below the speech level and yet
the intensity is not so high as to cause
distortion of those cues through auditory
nerve saturation.

It must be stressed that the curves at 1000 Hz
are a fairly good representation of the sonc
and j.n.d. scales between 1000 and 4000 Hz,
however as the frequency drops to 200 Hz or
rises 1o about 10,000 Hz the 1 sone and the
1j.n.d. curves become almost equivalent over
the range of 40 to 70 dB. Many cues occur,
however, in the frequency range where the
curves in figure 2 and 3 apply and so the
number of quantisation levels available would
need to be determined from either the 1 sone
or the 4 j.n.d. scale.

When cochlear implant performance is
defined in terms of the number of j.n.d.’s in
an overall dynamic range (eg. [1] dynamic
range 2.6 to 16.4 dB and difference limens
0.2 to 0.8 dB) the number of available
quantisation levels may actually be one
quarter that implied by the quoted figures.
For example, a dynamic range of 16 dB with
difference limens of around 0.8 dB secms to
imply the existence of 20 quantisation levels
whilst it may be that there are only §
quantisation levels available.

4. CONCLUSIONS

It seems that for much of the frequency range
the maximum amount of quantisation that
will not result in significant drops in
intelligibility for at least some phonetic
classcs is 1 sone. In this frequency range and
for the range of intensitics that appear to
contain most speech cues (70 to 40 dB for
presentation levels of 70 dB) the 4 jn.d.
curve appears 10 produce similar results to the
1 sone quantisation level. These results
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support the notion that the reference point in
sone calculations (40 phons or 40 dB at 1000
Hz equal to one sone) is not an arbitrary
reference point but may be related to the
effective data quantisation that occurs in the
process of human speech perception. This is
not a surprising finding when one realises
that there is a power relationship between
sones and phons above 40 phons (1 sone)
but not below that point. It is reasonable that
we would adapt our speech perception to the
intensities with a more stable relationship to
loudness.
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PERCEPTUAL EVALUATION OF SPECTRALLY
CONFUSING STOPS AND NASALS

Shigeyoshi Kitazawa
Shizuoka University, Hamamatsu, JAPAN.

ABSTRACT
Spectral similarity does not necessar-
ily correlate to perceptual similarity.
Bayesian classifier showed overlaps be-
t.we_en consonants in spectral represen-
tation. The perceptual test of mis-
classified consonants was 90 % correct.
Concerning 10 % of low intelligible con-
sonants, half of the misperceptions cor-
responded to spectral deviations. The
remaining misperceptions showed a sys-
tematic tendency which can be inter-
preted in terms of distinctive features.

‘1;\.7 INTRODUCTION

Ve, intended to certi i i-
gibility pfd speech ggttfiiist:dtoi é’ﬁteﬁ
recognition by machine. Since observed
recogmtion errors may be due to low in-
telligible speech, we designed a percep-
tion test of stop consonants misclassi-

fied with a Bayesian classifier. This ex-

periment unintentionally correlated to
the hypothesis that speech sounds are
perceptually decomposed into distinc-
tive features.

his is to study the difference be-
tween machine and human being with
respect to the recognition constituents.
The reason why a machine does not dis-
tinguish speech sounds which a human
can easily hear is discussed through the
perception test of natural speech.

2. PROCEDURE

e context we have chosen was sim-
ple syllables consisting of a consonant
and a vowel following. The language is
f(x;ench. The phonemes tested inc%ude

consonants /?,p,t.k,b,d,g,mn,gn
followed by 11 of 16 Frencgh \’ro:agel.{;
/a,o,eu,e,ai,ou,u,i,an,in,on/ . We as-
sumed a phoneme /?/ before the iso-
lated vowel syllables. All of the sylla-
!:)les.came'from 40 male speakers liv-
ing in Paris. The test sample consists
of 4200 independent phonation of sylla-
bles. Most speakers are native French.
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In order to qualify articulation of the
speech data base, 200 syllables selected
randomly from 5 speakers’ speech were
presented to 11 listeners in a quiet lis-
tening room. French speaking listen-
ers could identify consonants with more
than 97 % of accuracy.

3. STATISTICS

As a certificate of the speech quality,
syllables were classified according to the
initial consonant(l]. The acoustic pa-
rameters were 28 LPC cepstrum coeffi-
cients using a 256 point Hamming win-
dow (effectively about 15 ms width un-
der 16 kHz sampling frequency) shifted
every 5 ms. Along these windows, the
cepstrum coefficients are averaged over
3 consecutive frames resulting a set of
10 frames of smoothed cepstrum coeffi-
cients at every 10 ms.

The burst point of stop consonants
and the release point (opening of the
oral passage) of nasal consonants are
determined as precisely as possible
through visual inspection of waveforms.
For initial vowels, initiation of vibra-
t@on was inspected. The third analy-
sis frame is at this critical point deter-
mined. With these procedure, conso-
nant specific features are extracted.

The _classification is based on the
multi-dimensional statistical analysis o

the above shown 290 scalars for each
sample.  The stepwise discriminant

analysis selected around 50 to 70 ele-

ments of the vector. Then, Bayesian

%Iass_iﬁer determined the correct classi-
cation rates . In the separate analysis,

87 % for stops and 85 % for nasals were
the scores.

Syllables tested were 4200 from 40
male speakers and 425 misclassifica-
tlions were observed as shown in Table

4. SPEECH PERCEPTION
Inspection of previous reports and
our own experience show that syl-

lables are highly intelligible if heard
under low noise and wide frequency
band condition. In our experimental
paradigm, those syllables in which con-
sonants are correctly classified are re-
garded to be intelligible, and those mis-
classified are subjects for perceptual ex-
periments. Our preliminary experiment
showed that most of the syllables were
highly identifiable (97 % in average).

Syllables used for perceptual tests
were 425 which were misclassified in the
closed discriminant analysis(2]. This
list contains all the possible syllables
except fou/, [teu/, /kon/. Each syl-
lable were recorded on an audio cas-
sette tape at a sampling rate of 16 kHz.
The listeners heard the stimuli through
headset, one syllable each 4 sec, and
identified the syllables by writing.

All the 11 listening subjects are na-
tive French speakers. Records were
kept of all responses.

5. RESULTS

Effective responses were 4620, among
which 655 misperception were ob-
served, therefore 86 % was correctly
perceived. Half of the correct answers
were unanimous among all listeners,
The first finding means imperfection of
recognizer, that is we missed some im-
portant features of consonants but puz-
zled with phantom features.

Among misperceptions, 462 are con-
cerned with consonants(Table 2.), 237
of them coincide with machine errors,
and the rest 225 were different per-
ception from machine errors(Table 3.).
Misperceptions concerning vowels was
231, which consists of 193 vowel errors
and 38 consonant and vowel errors. Ta-
ble 2. and Table 3. show in percent of
each consonant presentation. Subtrac-
tion of Table 3 from Table 2 gives coin-
ciding errors.

About half of consonant mispercep-

tions coincided with misclassifications.
his_means acoustic features used for
classification reflect perceptual similar-

ities. Amongst all, 7 syllables are co-
incidentally misperceived by 10 of 11
hearers. Inspection of the waveforms
showed that 3 errors from /b/ to /p/
and one /d/ to /t/ were not proceeded
by prevoicing. In /bu/ to /u/ case,
both prevoicing and burst were not ob-
servable. In /t/ to /p/ transition, very
fast rising of amplitude at the onset
without fricative noise was clearly ob-
served.

The average correct response rate
was 90 % which is 7 % lower than av-
erage. As usual, errors tended to ac-
company specific vowels or to concen-
trate to specific speakers and listeners.
The score deviated from 87 % to 95 %
between listeners. Five of the speakers
also participated in the listening test.
They can hear their own voice better
than others.

Observing confusion matrices, we can

find characteristic, distributions. The
perceptual confusions, Table 3, dis-

tributed along the diagonal and dencer
in the upper triangular matrix. On
the other hand, the matrix of machine
recognition, Table 1, distributed differ-
ently. This is shown more clearly in Ta-
ble 2 as the machine specific error dis-

tribution. Deviation to, the lower tri-
angular matrix 1s very significant com-

paring to the almost equal distribu-
tion in machine error (Table 1.). An-
other comparison with Bayesian classi-
fier is in Table 4 as human specific per-
ceptions. The distributions are a ﬁtte
sparse to draw definite knowledge, how-
ever, rather frequent in the upper trian-
gular matrix.

In these asymmetry of matrices,
there is some specific characteristics
of human perception. Confusions ob-

served in Tzi‘ble 3 were sort%d iT tgrms of
e 5.

distinctive features ag in Tab. e

table indicated mea.nm%\t]xl tendency of
perceptual transition. We will discuss
in the following section.

6. DISCUSSION

Perception test of misclassified con-
sonants is a unique experiment where
several factors are combined; insuffi-
ciency of the features used by a clas-
sifier, difference of the perceptual space
of speaker and hearer etc.. Since speak-
ers ﬁea.r their own voice, speaker recog-
nize their speech to be correct. Deg
nitely most of speeches convey sufficient
acoustic information. Normally, the er-
ror rates of these speeches are very low,
so it would take a long time to obtain
accurate estimates of the error proba-
bilities. However, misclassified conso-
nants are low intelligible syllables or
low intelligibility items which cause sig-
nificantly iighet error rates.

The importance of distinctive fea-
tures in perception of consonants was
demonstrated. For each feature, one
feature specification (+ or -) tended to

dominate over, the other. As demon-
strated in Tables 2, 4 and 5, there was
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for each feature an asymmetry in the
frequency of + and - feature specifica-
tions in error responses. With the ex-
ception of anterior, the dominant fea-
ture specifications are all "unmarked”,
according to traditional phonologlcal
theory. One plausible explanation for
the dominance of unmarked feature
specifications is that the low intelligibil-
ity of selected syllables leads to a sim-
plification of the percept (i.e., a loss of
information). In some of the percep-
tual shifts, acoustic features such as loss
of prevoicing and weakened burst noise
were observable

The results from the present experi-
ment are highly compatible with those
from previous studies.

Previous paradigms include prox-
imity estimates(3], identification of
masked or distorted speech[4], dichotic
presentation[5], recall test with the
short term memory[6], and natives vs.
non-natives(7]. However, much of this
research dealt with listening conditions
acoustically degraded or loaded stresses
on listeners. guch researche has pro-
vided ample evidence that the number
of distinctive features play an important
role in perception of consonants and
that the phonemes are not a perceptual
unit. On the other hand, phonemes are
a unit of classification.

The proximity estimates assume
symmetry of the distance matrix. The
analysises of MN test data also assumes
symmetry of the confusion matrix. On
the other hand, dichotic listening and
short term recall tests are substantially
asymmetric. Wickelgren did not men-
tion about asymmetry of confusions or

tendencies observed 1n distinctive, fea-
ture system. ayden explicitly indi-

cated the feature specification domi-
nance and suggested the perceptual sys-
tem to favor the simpler (unmarked)
feature specification in the presence of
competing cues.

7. CONCLUSIONS

he purpose of this study was to re-
veal that the simple acoustic compar-
ison is insufficient to explain percep-

tual differences of consonants. Human
isteners can show essentially higher

performance than machines but have
different characteristics. The speaker
independent acoustic analysis showed

more than 90 % correct discrimination
between consonant place of articula-

tions. Those syllables misclassified by

Bayesian recognizer are further exam-

ined. These ouytliers are an interest-
ing set of examples providing an insight

into human perception and production
of speech. Most of them are phonet-
ically perfect but uncovered by recog-
nizers and a few of them are imperfect
productions.

Perceptual experiments, using native
listeners, exhibited a high intelligibil-
ity except for some acoustically confus-
ing syllables. We found listeners made
confusions under natural hearing condi-
tion. Half of the mcorrect answers ¢oin-
cided with the mlsc ?,lssdicatx ns of the
recognizer, perhaps through the similar
evaluation of the features. Asymmet-

ric distribution of the confusion matrix
suggested that there are differences in

strategy between human and machine.

The last point is important in re-
lation to the hypothesis that speech
sounds are perceptually decomposed
into distinctive features. Analysis
showed the tendency that perceptual
system favors the simpler (unmarked)
features in the presence of low intel-
ligible cues. On the other hand, rec-
ognizers minimize the total errors by
distributing errors among possible so-
lutions.

The findings suggest that distinctive
features play an important role for hu-
man perception of phonemes.
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Table 1. Machine Recognijtion Rate for Unknown Speakers
. Actual Consonant
Classified ™21 [ol [l _(kl__[bl [a] (gl [{ml_fnl [n]
(7] .81 .08 .0 .0 .0 .0 .0
[p] .11 .84 .05 .02 .02 .0 .0
[t] .03 .04 .85 .08 .0 .2 .0
(k] .04 04 .09 90 .0 .0 .03 ! Not Examined
[b] .0 .0 .0 .0 .86 .03 .03
[d] .0 .0 .0 .0 .06 .92 .04
[g] .0 .0 .0 0 05 __.03_ .90
[m]} .86 .10 .05
[n] Not Examined .09 .83 .08
i .05 .07 .86
Table 2. Intelligible Bayesian errors. Table 4. Perceptions off the Bayesian errors.
obs. real consonants obs. real consonants
% 2 p t k b d g m n n % |2 p ¢ k b d g m n p
? 7 2 3 6 ? 3 2 2 6 3 2
p |34 3 8 p |2 4 4 4 1 2
t 12 13 40 4 3 t 1 3 4
k |17 5 40 2 9 k 2 5
b 15 3 b 8 2 4 2 2
d 32 14 d 1 4 8
g 30 27 g 2 3 1 1
m 26 35 m 4 3
n 43 26 n 1
n 14 28 » 3 8 1
Table 3. Perceptual Confusions ete. | 1 3 6 4 4 4
obs. real consonants
% 7 p t k b d g m n p
7 |9 10 2 2 2 3 2
p 3 86 11 5 6 1 2
t 3 84 2 7
k 1 1 88 1
b 8 2 83 17 2
d 1 4 88 4
g 2 3 1 3 86
m 4 98 5
n 1 93 3
» 3 8 4 2 97
etc. 1 3 6 4 4 1

Table 5. Percentages of feature specification
for perceptual errors.

features %+specification  %-specification
Coronal 8.52 17.72
Anterior 16.16 5.06
Voiced 5.01 13.76
Consonantal 0.32 15.76
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ABSTRACT

This study deals with spoken language
perception and comprehension during
word-recognition processes. In this per-
spective, we tested the role of the
acoustic-phonetic analysis for the acti-
vation of lexical representations. The
experimental work is based upon a lexi-
cal decision task. We realized a real-
time measurement of reaction-times for
several listeners and in 3 different pri-
gning conditions to show facilitating or
inhibiting effects of lexical access and
to test the organization of the mental
vocabulary. These effects are discussed
in relation with theoretical modelisa-
tions of spoken word recognition, like
the Marslen-Wilson “cohort model”,

1. DOMAINE D'INVESTIGATION

~ Les travaux qui vont étre décrits
s'intéressent plus particuliérement au
message verbal et A son traitement dans
le cadre de la reconnaissance lexicale. On
cherche 2 étudier grace 2 différents proto-
coles expérimentaux les processus de
perception et de compréhension, et plus
précisément les interactions de ces divers
processus lors de la reconnaissance lexi-
cale. On a montré que les processus lexi-
caux, pour des sujets sains, facilitaient
I'analyse acoustico-phonétique.  Des
études utilisant des mesures comporte-
m;ntales comme le temps de réaction ont
mis en évidence l'influence des processus
de compréhension sur la reconnaissance
de 1a parole (Marslen-Wilson et al. 1981,
1984; Pisoni et Luce, 1987(5}; Wioland,
Metz-Lutz, Brock, 1989[1)). Il a été dé-
montré que les processus de compréhen-
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sion et en particulier la reconnaissance
auditive du mot sont mis en ceuvre paral-
RRlement 2 l'analyse acoustico-phonéti-
que. 1 faut insister sur le fait que ce pro-
cessus d'analyse perceptive est A la base
du traitement cognitif (Pisoni,1986;
Marslen-Wilson, 1989) et qu'il est priori-
taire; il est asservi aussitét aux processus
de compréhension. On va donc effectuer
une approche en temps réel du traitement
perceptif; cette approche se fait au cours
du déroulement de la séquence de parole
et elle a comme objectif de rendre
compte de l'interaction entre les diffé-
rents niveaux de traitement du signal.

2. ACCES AU LEXIQUE ET MODE-
LISATION

Un certain nombre de modeles ont
€té proposés pour décrire I'acces au lexi-
que interne. Ce demnier peut étre défini
comme l'ensemble des formes lexicales
mises en mémoire par un locuteur donné.

2.1 Le modele de recherche de Forster

Selon le modele de Forster (1978) l'accés
au lexique s'apparente au fonctionnement
d'une bibliotheque. On va chercher 2 at-
teindre la cible par l'intermédiaire de fi-
chiers et I'on dispose alors de deux prin-
cipaux lieux de recherche : dans les fi-
chiers (adresse de la cible) et dans Ia bi-
bliothéque elle-méme. Les fichiers péri-
phériques et le lexique principal consti-
tuent ainsi les deux composantes de la
structure du lexique. On suppose égale-
ment l'organisation de sous-fichiers dans
lesquels les €léments sont classés suivant
un critere de fréquence. Lors de I'accés au
lexique, le traitement va comporter une

recherche jusqu'd ce qu'un appariement
convenable soit obtenu; I'examen prend
alors fin et une cote renvoie au lexique
principal. L'ultime étape consiste enfin a
comparer les deux représentations pour
qu'une décision d'acceptation intervienne.

2.2 Modéle d'activation : le modéle de
la cohorte

Soulignons ici que notre démarche expé-
rimentale s'inspire du modele développé
par Marslen-Wilson (1978).

Le modele était au départ de type interac-
tif et il a évolué pour donner naissance &
un modele révisé, en 1987(3]. Le modele
actuel préconise trois fonctions fonda-
mentales dans la reconnaissance de mots:
l'accés, tout d’abord, ol intervient le pro-
cessus d'appariement d'une entrée senso-
rielle & plusieurs représentations lexicales
qui forment alors une cohorte; la sélec-
tion, traitement qui permet de faire un
choix approprié parmi les éléments de
cette méme cohorte, et 1intégration, qui
correspond 2 l'insertion du mot dans le
discours. Cette modélisation insiste sur la
priorité de l'analyse d'ordre acoustico-
phonétique. Il ne s'agit pourtant pas de
prendre en compte toutes les caractéristi-
ques acoustico-phonétiques d'un mot.
Ainsi un premier groupe d'informations -
basé sur un ensemble de traits acousti-
ques- est créé, et I'on peut alors délimiter
un ensemble de candidats activés qui for-
ment ce que l'on appelle la cohorte ini-
tiale. L'étape suivante consiste & réduire
la cohorte initiale par élimination succes-
sive d'éléments de ce premier ensemble
jusqua ce que seul le candidat adéquat
soit conservé. Cette identification cor-
recte s'effectue dans un minimum de
temps et avant que la séquence vocale ait
€t€ totalement énoncée. On parle alors du
point de reconnaissance, point, dans la
séquence lexicale, odt un mot est isolé par
rapport aux autres candidats de la cohorte
initiale. Une dernire caractéristique de
cette nouvelle version du modele met en
évidence l'effet de fréquence, 3 savoir
que pour des €léments fréquents il existe
un niveau d'activation plus important;
ceux-ci sont alors traités prioritairement
par le processus de sélection.

79

3. PREMIERS TRAVAUX

A la base, la démarche expérimen-
tale s'inspire du modele interactif de la
cohorte et on s'est intéressé A l'interaction
entre les processus de perception et de
compréhension (M-N Metz-Lutz, F. Wio-
land, G. Brock, 1989). Cette premicre
étude des processus d'analyse acoustico-
phonétique a ét€ effectuée a partir d'une
tiche expérimentale de détection de syl-
labe : cette tiche consiste 2 identifier
pendant I'écoute d'un message verbal un
segment de parole sans signification (une
syllabe CV), ce qui permet d'évaluer les
processus perceptifs eux-mémes. Le
temps de réaction pour la détection cor-
recte de la syllabe est enregistré dans dif-
férents contextes sollicitant tantdt une
stratégie lexicale (une suite de mots tri-
syllabiques dans lesquels la syllabe cible
se trouve en position initiale ou finale),
tantdt une analyse phonético-acoustique
seule (une suite de non-mots trisyllabi-
ques portant Ja cible en position initiale
ou finale). L'utilisation d'une stratégie le-
xicale se traduit, d'une part, par un allon-
gement du temps de réaction pour la syl-
labe en début de mot, d'autre part, par la
réduction du temps de détection pour la
syllabe en finale de mot, indiquant I'acti-
vation d'une représentation lexicale pho-
nologique du mot entendu.
De plus, si I'analyse acoustico-phonétique
est la premiére étape qui initie les proces-
sus de reconnaissance lexicale, nous
avons montré dans un contexte signifiant
-mot ou énoncé- qu'elle est d'emblée sou-
mise aux processus de reconnaissance le-
xicale (Wioland, Metz-Lutz, Brock,
1990(6)). En effet, le temps nécessaire a
la détection d'une syllabe en début de mot
est significativement plus long que pour
la méme syllabe isolée. Cet allongement
du temps de détection n'est pas corrélé a
la durée de la syllabe comme c'est la cas
en syllabe isolée. Il semble donc que le
processus perceptif lui-mé€me soit déter-
miné par les processus de recherche lexi-
cale.

4. APPROCHE EXPERIMENTALE
4.1 La tiche de décision lexicale

Dans les travaux sur I'accés au lexique, le
paradigme expérimental classiquement



utilisé est la décision lexicale. Il est de-
mandé au sujet de déterminer si des sé-
quences de parole pergues auditivement,
sont des mots ou des non-mots, c'est-3-
dire si elles appartiennent ou non au ré-
pertoire des mots du frangais. Le mot ou
lg non-mot sur lequel doit porter la déci-
sion (la cible) suit de 400 ms un autre
mot ou un non-mot, appelé amorce(en
anglais,“prime”). Ce dernier peut étre
neutre, ou partager certaines caractéristi-
ques avec le mot cible. Rappelons que le
principe de I'accés au lexique consiste 2

Séquence amorce —————

(Fig. 1]

duit, 3 partir d'une premiére piste, la sé-
quence de parole; sur une autre piste se
trouve un signal inaudible, l'impulsion
cible, qui indique le début du mot sur le-
quel va porter la décision (fig.1) et qui
déclenche le chronometre du micro-ordi-
nateur. Le temps de réaction est calculé
apres que le sujet ait répondu et donc ar-
1€t€ le chronometre. Un logiciel de comp-
tage des cibles et de chronométrage de
ces temps de réaction, ainsi que leur mise
en fichiers pour I'exploitation statistique,
a été congu pour notre étude. Soulignons

— Séquence cible————

Piste 2 ”;}pulsion cible [U=5V ! T=2ms}

¢tablir une correspondance entre les ca-
ractéristiques pergues d'un stimulus et
une représentation conservée en mé-
moire. La reconnaissance dépend égale-
ment des contraintes liées 3 l'organisation
c!u lexique interne. Selon cette organisa-
tion, on peut prédire des modifications du
temps de décision lorsque certaines di-
mensions lexicales (sémantiques, syllabi-
ques etc.) sont activées dans un contexte
donné. On peut ainsi tester, en manipu-
lant les condition d'amorgage d'un lexeéme
dpnné, l'importance de ces dimensions le-
xicales pour l'accés au lexique interne.

g'est €e que nous nous proposons d'étu-
ier.

4.2 Procédure expérimentale

L'installation se compose principalement
q'un micro-ordinateur et de plusieurs
interfaces permettant une normalisation
poussée des divers signaux cible et ré-
ponse. Un enregistreur A bandes repro-

que lorganisation physique du matériel
verbal, enregistré au Laboratoire de Pho-
nét_ique de Strasbourg, est vérifiée a pos-
teriori par un enregistrement  oscillogra-
phique qui permet d'indiquer le début du
mot A identifier (fig.1).

4.3 Conditions d'amorgage

Les temps de réaction sont comparés sui-
vant plusieurs conditions d'amorgage. De
cette fagon, on va tenter de mettre en évi-
dence l'influence, facilitatrice ou inhibi-
trice, qu'exerce la premiére séquence ver-
bale sur la seconde. Ces conditions sont
au nombre de trois et 'amorce peut étre
alors soit de type syllabique (fig.2), soit
morphémique ou encore sémantique:
elles doivent permettre de tester l'organi-
sation du lexique interne. En effet, l'exis-
tence de relations sémantiques entre les
mots du lexique a été démontrée depuis
les travaux princeps de Meyer et Schva-
neveldt{4]. Selon la théorie de la cohorte,

Fig 2 - Extrait du corpus en amorgage syllabique

Ciblen®|T

! ype|Réponse] Amocage | Binome amorce cible
> ‘11 oul + M-M galop gamin
3 3 non Nm-Nm /trakaj/ /quié/
2 > :::11 - NM-?\JA sapin propos
m-Nm /mupé/ /mutwar/
7 7 oul + Nm-M ﬁﬁ#xfl/ figure
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T'activation de certains membres du lexi-
que repose sur lidentité du début des
mots; on peut alors formuler I'hypothése
d'une organisation du lexique interne au-
tour d'indicateurs de la forme phonologi-
que, comme la syllabe initiale, ou de l'or-
ganisation morphologique du mot pour
les lexémes polymorphémiques. Pour ces
derniers, on peut comparer l'importance
des relations entre les items du lexique
interne selon que la syllabe initiale a un
statut phonologique ou morphémique.

5. DISCUSSION

11 faut insister sur le fait que la re-
connaissance d'un mot résulte de la
somme des informations sensorielles trai-
tées en ligne. On admet que c'est sur la
base de ces informations que le sujet va
décider de 'appartenance du mot cible au
lexique frangais. Sa réponse est fournie
des que les indices sont suffisants.
La finalité de la démarche expérimentale
est d'étudier et de comparer les modifica-
tions du temps de décision. Dans notre
protocole expérimental, l'amorce précéde
le début de la cible de moins de 500 ms;
on cherche 2 tester la possibilité d'une ac-
tivation automatique du lexique interne
(Marcel, 1983[2)).
Une perspective différente nous ameéne 2
considérer I'importance du choix des dif-
férentes conditions d'amorgage; en effet,
en précisant quel type d'amorgage favo-
rise une décision d'acceptation plus ra-
pide, il est possible de mettre en évidence
le rdle propre des différentes informa-
tions concernant le mot phonologique ou
morphologique et de préciser les modali-
tés de la sélection finale. Au cours de l'a-
nalyse acoustico-phonétique, la recon-
naissance d'un segment du mot analysé
peut correspondre, par exemple, 3 un
morphéme (surtout un préfixe). On peut
s¢ demander s'il y a amorgage de tous les
candidats morphémiques et comment se
situe une telle activation en regard de l'a-
morgage syllabique, par exemple. La mo-
dification du temps de décision, d'autre
part, reflétera les processus liés a l'activa-
tion de la cohorte et 2 la sélection du mot
reconnu c'est-3-dire du bon candidat. S'il

y a accélération cela montre que tous les

mots de la cohorte restent activés. Dans
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le cas d'un allongement, on met en évi-
dence le fait que la sélection du bon can-
didat repose sur l'inhibition des autres
éléments de cette cohorte, alors diffé-
rents du mot cible. Dans un méme ordre
d'idées, le fonctionnement méme du pro-
cessus de réduction de la cohorte initiale
suscite un grand nombre d'interrogations.
Le principe de la cohorte implique une
adéquation entre l'entrée sensorielle et
une représentation mentale. Le choix du
bon candidat, par l'analyse acoustico-
phonétique, ameéne 3 s'interroger sur le
sort des autres candidats. Comment sont-
ils réduits ou détruits ? Restent-ils activés
ou sont-ils inhibés ?

Les résultats obtenus chez un groupe
d'auditeurs francophones appartenant a
différentes classes d'age, cherchent a pré-
ciser le rdle de I'analyse acoustico-phoné-
tique initiale pour la reconnaissance lexi-
cale. Ils permettront de discuter l'impor-
tance des représentations lexicales pho-
nologiques pour la reconnaissance des
mots.
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ABSTRACT

This paper investigates the contribution
of two phonetic word boundary markers
on subjects’ perceived word segmentation
of ambiguous meaningful and nonsense
word combinations. Both were realized in
natural (both contrasting boundary posi-
tions intended) and synthetic speech (no
boundary intended). Results show that
markers are perceptually relevant, and
that their contribution is the same for
meaningful and nonsense stimuli. This
suggests that phonetic markers are suffi-
cient for word segmentation.

1. INTRODUCTION

In order to understand an utterance, its
constituting words must be identified. To
this end, a listener must (implicitly) lo-
cate the onset and offset points of words
in an utterance. This word segmentation
is argued to be a by-product of successful
word recognition [1]. Listeners use
stressed syllables as hypothetical word
onsets. After recognition, a listener can
anticipate on the subsequent word bound-
ary and word onset (or attempt lexical ac-
cess from the following stressed syllable,
if the word is not yet recognized). How-
ever, this strategy only helps listeners in
determining which syllables correspond
to separate words. Word segmentation at
the level of phonemes (or allophones), al-
though necessary for word recognition,
cannot be achieved through this strategy.
Moreover, sensory word boundary infor-
mation is indispensable in certain cases
(e.g. words-within-words) [2].

In previous research [3,4,5], several
acoustic-phonetic correlates of the (inten-
ded) word boundary have been identified.
Roughly, two types of boundary pheno-
mena can be discriminated: (1) ’explicit’
boundary segments, e.g. laryngealisation
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or glottal stop (segmental, qualitative
markers); (2) variations in segmental

duration, e.g. word-initial consonant
lengthening  (durational, quantitative
markers).

In this paper, it is examined whether
these word boundary phenomena contri-
bute to listeners’ detection of word
boundaries in connected speech, i.e.
whether such phenomena are perceptually
relevant. This can be investigated by
means of manipulation of the boundary
phenomena. If these markers are indeed
perceptually relevant, then their manipu-
lation should affect listeners’ perceived
word boundary position.

Given their (qualitative) nature, seg-
mental boundary markers are less inter-
esting for the present purpose. These
"boundary segments” can only be per-
ceived as the phonetic correlate of a
(word or phrase) boundary. Hence, it is
more interesting to assess the influence of
durational cues on perceived word seg-
mentation. This study concentrates on
two such word boundary markers, viz. (a)
the duration of the consonant adjacent to
the word boundary, and (b) rise time of
the vowel following the word boundary.
In previous research [4,3], consonant
duration was found to vary between 49
ms for intended /CVC#VC/, and 71 ms
for intended /VC#CVC/; post-boundary
vowel rise time varied between 19 ms
and 13 ms, respectively [across 20 word
combinations and 4 speakers].

In this study, the same type of stimu-
lus material is used. Ambiguous two-
word combinations may yield two dis-
tinctive sequences of two meaningful
Dutch words (excluding segmentations
involving geminates). For example, the
combination /di(#)p@#)n/ corresponds to
the two Dutch two-word sequences diep



in "deep in" and die pin "that pin". In
addition, ambiguous combinations yield-
ing two nonsense words were included as
stimuli. These enable a further test of the
manipulated boundary markers: the per-
ceptual relevance of the latter need not be
limited to meaningful two-word combina-
tions. The (unknown) intrinsic lexical ef-
fects on word segmentation are absent in
nonsense word combinations.

In addition, even stronger evidence
for the perceptual use of boundary mark-
ers can be obtained by using synthetic
speech stimuli. Connected natural speech
contains several acoustic-phonetic word
boundary markers. The presence of all
other (unmanipulated) boundary markers
can be controlled in synthetic speech. If
all other cues are absent, then any
changes in the perceived boundary posi-
tion between conditions can only be as-
cribed to manipulations of the phonetic
word boundary markers.

In summary, the experiment reported
here aims at providing evidence for the
contribution of two durational boundary
markers to listeners’ perceived word seg-
mentation, for combinations of either
meaningful or nonsense words. These are
realized (a) as /CVC#VC/ in natural
speech [containing cues to the intended
/C#/ boundary], (b) as /CV#CVC/ in
natural speech [with cues to the intended
/#C/ boundary}, (c) in synthetic speech
[containing no boundary cues]. In all re-
alizations, boundary cues were mani-
pulated by shortening and lengthening the
durations of (a) the ’ambiguous’ conso-
nant adjacent to the word boundary, and
(b) the rise time of the post-boundary
vowel. Combining all conditions yields a
2x3x2x2 full factorial design.

2. EXPERIMENTAL METHOD

2.1. Stimulus material

Stimuli were constructed by combining a
monosyllable (either a meaningful word
or a non-word) having an ambiguous off-
set, with one having an ambiguous onset
[e.g. /play/ "plate”, or /lat/ "late"]. Three
types of boundary ambiguity were
discriminated, depending on the number
of intervocalic consonants and the possi-
ble positions of the word boundary:

Table I: Three types of word boundary ambiguity.

nr.cons ambiquity
type 1 1 /V C#v/ /V #CV/
type 2 2 /VCCH#V/ /vc¥cv/
type 3 2 /VCHCV/  [VHCCV/
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For all three types, the ambiguous
boundary consonant could be either plo-
sive, fricative or sonorant. However,
type-3 word combinations with a sono-
rant boundary consonant are not allowed
in Dutch. For each of the (3+3+2=) 8 re-
maining cells, 3 meaningful and 3 non-
sense word combinations were construc-
ted. For the meaningful (Dutch) word
combinations, only monomorphematic
words were used, and function words
were avoided. Accent position was bal-
anced between the two constituting words
of a combination, and approximately bal-
anced across boundary consonant catego-
ries and ambiguity types. For correspond-
ing meaningful and nonsense combina-
tions, the same member was accented.

In addition, 10 meaningful and 10
nonsense filler combinations were con-
structed, identical to the actual stimuli in
all relevant aspects. |

2.2. Natural speech material

Both contrasting versions of the 24
meaningful combinations were embedded
in a meaningful sentence, which allowed
only one segmentation. Corresponding
sentences were as similar as possible with
respect to number of syllables and words,
stimulus position in sentence, etc. No im-
portant prosodic or syntactic break oc-
curred within or immediately before or
after the two-word sequence. In 9 out of
24 cases, it was necessary to extend the
second of the two relevant words (in both
versions) with a suffix, in order to fulfill
these requirements. Both contrasting ver-
sions of the 24 nonsense combinations
were embedded in a dummy carrier sen-
tence, with a voiceless plosive immedi-
ately before and after the relevant se-
quence (for ease of excision).

All 2x2x24 stimulus sentences and
2x2x10 filler sentences were read twice
by a professional speaker of Standard
Dutch, and recorded on audio tape using
high-quality equipment. Each two-word
sequence was digitized (20 kHz sampling
frequency, 9 kHz filtering, 12 bits) and
excised from the carrier sentence [usually
the second realization, unless affected by
pausing, hesitation, mispronunciation,
etc.]. Cuts were made at positive zero
crossings (for nonsense sequences: after
the preceding noise burst and within the
following silent interval); no windows
were applied. The resulting excerpts
sounded natural, and did not suffer from



*clicks’ at their onset or offset.

Natural sequences were processed
identically to the (already processed) di-
phone source speech [6). Digitized two-
word sequences were fed into an LPC
analysis (30 poles, window 25 ms, shift
10 ms). Subsequently, source type
(voiced / unvoiced) and Fy were es-
tablished with a program using sub-har-
monic summation and corrected if neces-
sary. Filler combinations were digitized,
excerpted and processed identically.

Subsequently, the analysis frames
corresponding to (a) boundary consonant
and (b) post-boundary vowel onset were
established, by means of a segmentation
program with auditory feedback and
time-aligned displays of amplitude,
voiced / unvoiced source, F, and original
waveform. Vowel onset segments stretch
from the first vowel frame to the frame
with amplitude over 90% of the vowel
peak amplitude (logarithmic).

2.3. Synthetic speech material

The 2x24 two-word sequences were
generated by means of a diphone concate-
nation program [6]. In order to obtain the
diphones used by this program, speech
segments had been produced within
(Dutch) nonsense words by the same
speaker who realized the natural speech
material in the present experiment (see a-
bove). From these utterances, the transi-
tion segments had been digitized (20
kHz, 12 bits), excerpted, and LPC-ana-
lysed.

The concatenation program was fed
with phonetic transcriptions with accent
symbols (no boundary symbols, "silence"
phonemes or glottal stops). The output
LPC analysis files (with marks for di-
phone and phoneme boundaries) were
written to computer disk. The "accent”
symbol yields a prominence-lending
(’pointed hat’)  pattern on the appropri-
ate vowel, superimposed on a declination
line. After resynthesis, the diphone sti-
muli closely resemble natural stimuli.
The crucial difference is that the syn-
thetic speech does not contain any word
boundary markers, since the diphones
were originally realized word-internally.
Again, filler combinations were input and
concatenated identically.

Analysis frames corresponding to the
two relevant intervals were established by
the procedure described above, aided by
the phoneme and diphone boundary

84

marks in the LPC files. Vowel onset seg-
ments were not allowed to extend beyond
the mid-vowel diphone boundary mark,
nor beyond the Fy turning point within
the vowel (if accented).

2.4, Experimental conditions

The ambiguous boundary consonant
and the post-boundary vowel onset were
shortened (67%) or lengthened (134%)
with regard to their original duration.
Durations were manipulated by changing
the number of samples for the appropriate
frames [8]. Finally, the (2x2x (48+96)=)
576 manipulated two-word sequences, as
well as the (2x2x10=) 40 unmanipulated
fillers, were re-synthesised and stored on
computer disk.

2.5, Stimulus tapes

The four stimulus conditions (meaning-
ful--nonsense and  natural--synthetic)
were presented in separate blocks
(pseudo-random order within blocks).
Each block started and ended with 10
fillers. Four stimulus tapes were con-
structed, with counterbalancing between
and within blocks. Tapes were recorded
on DAT with 2.0 sec ISI (20 kHz, 9 kHz
filter).

2.6. Subjects and procedure

Each tape was presented to 20 listeners
(native Dutch, no reported hearing de-
fects, language students) who received a
small payment. They listened to the tapes
over headphones (binaural) in a sound-
treated booth. Their response sheet gave
two possible responses (contrasting seg-
mentations) for each stimulus; subjects
were instructed to tick the appropriate
one. Orthographic contrasts between re-
sponses were to be ignored. A short break
was allowed between blocks on the stim-
ulus tape.

Responses were fed (manually) into a
computer, which calculated the rational-
ized arcsine [7] of the proportion of /#C/
responses  (/V#CV/, [VCH#CV/ or
/V#CCV/, depending on combination
type). The following section presents re-
sults of three tapes only, since remaining
data are not yet available.

2.7. Results

The perceptual relevance of the manipu-
lated boundary markers (a) consonant
duration and (b) vowel rise time, should
become apparent as a significant main ef-
fect of these factors. Influence of (c) the



speech source type and (d) the meaning-
ful--nonsense difference on the percep-
tual relevance should become apparent as
a significant interaction between these
factors. In order to determine these ef-
fects, arcsine data were subject to an
ANOVA with these four main factors.
Two factors were added, viz. (¢) the type
of stimulus combination (8 types, fixed),
and (f) the ambiguous combination (3 for
each type, nested, random), see section
2.1. Main effects and relevant interac-
tions are summarized in Table II; re-
maining interactions were all insignifi-
cant.

Table II: Summary of analysis of variance results.
df

factor E o}

(A) cons.dur. 74.1 1,32 .001
(B) vowel rise 20.5 1,32 .001
(C) sp.source 149 2,64 .001
(D) mean/nons .4 1,32 n.s.
(E) stim.type .8 7,32 n.s.
F tim.combi 28, 2,1152,001
AC 20.4 2,64 .001
AD .1 1,32 n.s.
BC 6.1 2,64 .01

BD 1.4 1,32 n.s,
AE 3.0 7,32 .05
AF 2.0 32,1152 .01
CE 2.3 14,64 .05
CF 10.4 64,1152.001
ACF 1.4 64,1152 .05

A Newman-Keuls post-hoc analysis on
factor (C) showed a difference between
natural stimuli, intended as /C#/, and both
other speech source types (p<.05). Table
III below illustrates the varying contribu-
tion of both boundary cues between the
gl(r:ee source types (interactions AC and

).

Table 1ii: Mean percentage of 4C/ responses, for

two manipulated boundary markers and three

speech source types.
manipulation NatC# Nat nth
cons.dur. Long 18 62 50
Short _ 18 50 39
vowel ons.Long 16 56 44
Short 20 57 45
3. DISCUSSION

Both durational boundary markers under
study are shown to contribute to word
segmentation: manipulation affects sub-

jects® perceived word boundary position.

This perceptual relevance is identical in
meaningful and nonsense conditions.
Since the absence of anticipatory lexical
information does not hamper word seg-
mentation, phonetic cues seem to provide
sufficient means to this end.

85

However, the natural speech condi-
tions in Table III show that manipulations
are only effective if they involve post-
boundary markers (consonant in /#C/,
vowel onset in /C#/). In addition, these
data suggest that subjects pay primary at-
tention to unmanipulated markers in the
natural stimuli, while the markers under
study only play a secondary role. In gene-
ral, subjects seem to perceive the intend-
ed boundary position on the basis of
unmanipulated (probably segmental)
cues. Durational cues contribute to this
judgement, but only if the relevant speech
segment follows the intended word
boundary. The clustering of natural stim-
uli, intended as /#C/, with synthetic stim-
uli suggests that the latter also contain
(uncontrolled) cues towards a /#C/
boundary position. Presumably, cues for
syllable-initial position (in which the con-
sonant diphones had been realized origi-
nally) were used for word segmentation
in this experiment.
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ABSTRACT

This paper presents some results on per-
ception of short vocal vibrato tomes, us-
ing a method of adjustment. Means, stan-
dard deviations were computed and his-
tograms plotted from 19 sets of responses
(11 subjects, 28 types of short tones rang-
ing from 1/2 vibrato cycle up to 2 vibrato
cycles in steps of 1/4 cycle, 4 types of ini-
tial phase, mean frequency of 440 Hz, vi-
brato frequency of 6 Hz and vibrato am-
plitude of 100 cents). The main results
are: A) for short tones, the pitch does not
correspond to the mean frequency; B) the
pitch depends on the shape of end of the
tone; C) the pitch converges towards the
mean frequency as the duration increases;
D) the overal pattern of F0 has an influ-
ence on perception, and some simple pat-
terns seem to behave better perceptually.

1 Introduction

L’étude de la perception de hauteur
tonale dans la voix chantée en présence
de vibrato de la fréquence fondamentale
est un domaine qui a été relativement peu
étudié. Une étude [5] (par la méthode
d’ajustement) sur la perception de notes
longues, qui comportent plusieurs cycles
de vibrato par note, concﬁxt a la percep-
tion d’une hauteur moyenne (arithmétique
ou géométrique, ce qui est peu différent)
pour des amplitudes et des fréquences: de
vibrato de l'ordre de grandeur de celle
rencontrées dans le chant. Il est notable
que cette perception moyenne est con-
testée par plusieurs auteurs (par exemple
(4] p. 46) qui affirment que la moyenne
mais aussi les deux hauteurs extrémes
peuvent étre entendues, en fonction du
contexte. Cependant, les différents au-
teurs s’'accordent pour reconnaitre qu’en
dehors de consignes ou de contraintes par-
ticuliéres, les sujets auditeurs percoivent
la hauteur moyenne. Les résultats sur les
notes longues ne peuvent s’appliquer pour
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expliquer comment sont appréciées les
notes courtes, qui abondent dans les
exécutions musicales, Lors d'une premiére
étude sur les notes courtes [1] nous
avions émis quelques hypotheses sur
la base d’expériences préliminaires qu'il
était nécessaire de reprendre de fagon
plus systématique. Cette communica-
tion présente une étude pour mesurer la
hauteur tonale pergue lors de ’émission
de notes courtes vibrées, hors de tout
contexte musical, donc dans des condi-
tions d’écoute de test psychoacoustique.
Malgré la différence notable de cette sit-

uation avec celle d’une situatjon musicale
réelle, nous pensons que ies résultats peu-
vent se réveler utiles pour expliquer des
phénoménes observés dans la production
des chanteurs ou dans la perception des
auditeurs.

2 Méthode

Une méthode d’ajustement a été utilisée
pour mesurer la hauteur tonale des notes
courtes. Les exemples synthétiques étaient
produit par un synthétiseur a formants
en parallele. Les formants, maintenus
fixes avec des valeurs (F1 = 650Hz2,
F2 = 1100Hz, F3 = 2900Hz, F4 =
3300H z), correspondaient 3 un fa/. Les
expériences ont été menées par 11 su-
jets, tous pourvu d’une éducation musi-
cale. Certains sujets ont effectué plusieurs
1201§ le test et 19 jeux de réponses ont
€té utilisé comme données expérimentales.
Les stimuli étaient présentés de fagon bin-
aurale par un casque Beyer DT48 & 80
dB SPL. Pendant la présentation de la
premiere série d’exemples, certains sujets

ont attribués la différence entre les sons
a une différence de timbre plutot qu’a

une diflérence de hauteur. La consigne
donnée a donc été de se concentrer sur Ja
différence de hauteur, mais I'influence de
petites variations de hauteur sur le timbre
mérite probablement une étude spécifique.
Pour chaque test, les stimuli sont con-
stitués d’une paire de sons: un son non
vibré toujours identique et un son vibré

que le sujet pouvait choisir parmis 12
sons de fréquences différentes ordonnées.

e vibrato suit une loi sinusoidale autour
{{’une fre;quence moyenne de 440 Hz, loi

de fréquence (période 1/65=167ms), ce qui
correspont & une double croche avec la
noire a 88, soit une note musicale courte
mais courante dans la pratique musicale.
L’amplitude totale du vibrato est de 100
cents (1/2 ton), la fréquence variant en-
tre 428 et 450 Hz. Les fréquences des 12
sons d’appariement s’échelonnent entre ces
deux limites, par pas de 2 Hz, les sujets
devant répondre par un numéro entre 1
et 12. Le seuil différentiel de fréquence
(pour des sons purs, 4 440H et 80dB SPL)
est légérement supérieur a 2 Hertz a cette
fréquence. Les deux sons d’un méme stim-
uli sont de durée égale, et séparés par un
silence de 300 ms. D’un test a Pautre,
la durée des sons varie en fonction du
nombre fractionaire de cycles de vibrato
présent.La plus petite durée utilisée dans
ces tests correspond & une demi période
de vibrato, soit une durée de 82 ms envi-
ron, et la plus grande & deux cycles com-
plets, soit 343 ms. Les 7 durées utilisées
s’étagent par palier d’un quart de cycle (41
ms). Pour chaque durée, quatres phases
initiales ont été présentées, et 28 tests
d’ajustement, correspondant & 28 formes
ont donc été proposés, comme le résume
la figure 1. Une expérience préliminaire,
a permis de tester la perception de notes
longues de dix cycles complets de vibrato,
avec la méme méthodologie, et donne des
résultats identiques & ceux de raportés
dans [5] pour les mémes valeurs de vibrato
et de fréquences fondamentales: la hau-
teur percue est alors la moyenne soit env-
iron 440 Hertz.

3 Résultats

Tous les sujets ont évoqué des diffi-
cultés pour juger la hauteur dans certains
cas, a cause du mouvement du fondamen-
tal. Certains sujets ont méme évoqué la
possibilité d’entendre deux hauteurs, et
la consigne a été d’ajuster i la meilleure
hauteur possible (un tel phénoméne est
décrit dans [2] pour des glissandi de sons
purs). Les résultats sont trés cohérents
malgré ces difficultés. La figure 1 résume
les différentes formes (notées de 1 a 28)
ainsi que les moyennes et écarts types
obtenus. Les écarts types sont dans
Pensemble plutét faibles, de Pordre du
seuil différentiel. Ils ne varient pas de
facon significative d’une forme & ’autre.

3.1 Moyennes

La figure 2 reporte la moyenne des
fréquences pergues en fonction de la forme
(notée de 1 & 28, dans l’ordre). Les
7 courbes comportent 4 points chacune,
pour les stimuli de méme durée: 1’axe

des numéros de formes est aussi ’axe des
urées croissantes, avec quatre phases ini-

tiales pour chaque durée. Pour une méme
durée les hauteurs pergues peuvent étre
trés différentes: les formes de plus courte
durée peuvent, par exemple, suivant la
phase initiale du vibrato, étre pergues de
437 4 447 Hertz. En_observant la courbe
des 4 points d’une méme durée, on remar-

que que ces formes se reproduisent a in-

tervalle de 4; la courbe 1 ressemble a Ja
5 la2ala6,1ad a.Ia. 7. Les courbes de

plus longues durées ont un ambitus plus
petit. Cette "pseudo-périodicité” percep-
tive semble liée & la périodicité du vi-
brato: la forme § (resp. 6, 7) reproduit
la forme 1 (resp. 2, 3) & une période
de vibrato prés, au début. La fin des
formes semble donc prédominer percep-
tivement. Cette figure montre une con-
vergence des hauteurs pergues, lorsque la
durée augmente, vers la valeur moyenne
pergue pour les notes longues. La figure
3 se déduit de la figure 2 en joignant les
points, selon les durées croissantes, qui
possédent une méme phase initiale (soit
les point 1,5,9,13,17,21,25 pour la phase
1). Les 4 courbes obtenues oscillent, en
convergeant vers la moyenne. Ces oscil-

ations sont liées & la variation finale de
a forme finale, et il semble que ce n’est

pas la phase initiale qui domine percep-
tivement. La figure 4 se déduit de la fig-
ure 2 en joignant les points qui possédent
une demi-période finale commune. Les
4 courbes convergent de fagon assympto-
tique, sans oscillations, vers la moyenne
des notes longues. Il semble que la forme
finale du son gouverne la perception de
hauteur, avec une pondération due a la
durée. Un tel phénoméne a été observé (3]
[2] pour différents glissandi de fréquence.

3.2 Histogrammes

Les histogrammes représentant le nom-
bre de réponses obtenues pour une
fréquence donnée et une forme fixée in-
diquent la dispersion des réponses, donc
leur certidude. La figure 5 montre les
4 histogrammes obtenus pour une durée
d’1/2 cycle. Deux situations apparaissent:
les phases 1 et 3 donnent pics marqués,
indiquant que les sujets ont pergu un peu
de fréquences différentes; les phases 2 et
4 montrent un étalement des réponses,
qui implique une certitude plus faible.
L’examen des histogrammes, qui ne sont
pas tous reproduits ici par manque de
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Phase | Phase | Phase | Phase
1 2 3 4
forme | forme |forme | forme
0.5 1 2 3 4
cy-
cles n 1 V f
Moy. | 447.05 | 437.26 | 433.16 | 443.79
E.T. | 2.34 2.23 1.92 1.87
forme | forme |forme | forme
0.75 | 5 6 7 8
cy-
cles q‘ ‘l d' p
Moy. | 440.94 | 434.53 | 441.58 | 444.74
E.T. [ 1.92 2.19 3.16 1.66
forme | forme | forme | forme
1. 9 10 11 12
T v v N
Moy. | 438.42 | 443.2 | 442.63 | 440.1
E.T. | 2.63 2.01 2.5 2.1
forme | forme | forme | forme
1.25 | 13 14 15 16
c -
=Y W AN
Moy. | 441.79 | 444 439.05 | 437.37
E.T. | 1.99 2 2.78 1.5
forme | forme | forme | forme
1.5 17 18 19 20
cy-
sl BT Y T
Moy. | 443.26 | 440.63 | 437.47 | 440.95
E.T. | 1.91 1.77 2.09 1.81
forme | forme | forme | forme
1.75 | 21 22 23 24
cy
cles M w W M
Moy. | 441.16 | 438.21 | 441.37 | 442.10
E.T. | 1.54 2.39 1.77 2.35
forme | forme | forme | forme
2. 25 26 27 28
cy-
= AN W MM
Moy. | 439.26 | 441.47 | 441.36 | 440.84
E.T. | 1.19 2.09 2.22 1.80
Figure 1
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place, donne une indication des formes
de variation du fondamental qui semblent

erceptivement préférables, surtout pour
es sons les plus courts. Les sons plus long
possédent des histogrammes pointus qui
indiquent une dispersion faible, comme le
montre la figure 6.

4 Conclusions

Les tests d’ajustement pour des sons
vocaux vibrés de courte durée indiquent
que: A. les sons de courtes durées don-
nent lieu & des perception de hauteur trés
différentes de la hauteur moyenne; B. la
demi-période finale permet de prévoir 4
sortes d'incidences sur la hauteur pergue:
incidence haute pour une 1/2 arche posi-
tive (forme 1); incidence moyenne haute
pour la 1/2 arche montante (forme 4);
incidence moyenne basse pour la demi-
arche descendante (forme 2); incidence
basse pour la 1/2 arche négative (forme 3);

C. avec l'accroissement de d\frée la hau-
teur pergue se rapproche de la moyenne;

D. la forme globale du sor importante,
elle se combine avec les formes de fin_et
montre une pseudo-périodicité perceptive
liée & la périodicité du vibrato; E. les
formes courtes qui possédent un seul maxi-
mum (1,3,10,12) sont pergues avec plus de
certitude que les autres formes de méme
durée; F. lorsque la duréess’accroit la cer-
titude des ju%ement devient égale et haute
quelque soit [a forme.
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ABSTRACT

Good communications are impor-
tant in saturated diving. How-
ever, since heliox gas mixtures
exhibit  different sound trans-
m@ssion properties than normal
air -- and high ambient pressures
interact with them -- speech
intelligibility tends to be
qegraded at depth. Attempts to
improve communications here
include the use of electronic
processors and (in this case)
moqification of divers' speech.
While it is known that divers can
uggrade their speech at depth,
little information is available
about what they do to improve.
piver/talkers were trained to
}ndependently manipulate speech
§ntensity, rate and F4. Record-
ings were made at the surface and
at 92.3m; intelligibility levels
obtained via standardized listen-
ing sessions., The three vocal
shifts that enhanced intelli-
gibility were: low F9, slow
speech rate and high intensity.

1. INTRODUCTION

) It must be conceded that
divers are rather inefficient
underseas workers [3].

A

ARTICULATIO
MODIFICATION

r—----

DIVER'S HeQ2/P

Thermal effects, high pressures,
weightlessness and especially
poor communication, combine to
limit a diver's ability to cope
with the deep ocean environment
and carry out reasonably complex
tasks while doing so. In turn,
divers' speech intelligibility
is degraded primarily from
exotic breathing gas mixtures,
high ambient pressures, neural
deficits, stress and hypothermia
(6,8,11,12,15,17].

The four approaches which
have been employed to restore
the integrity of HeO2/P
distorted speech can be found
sumarized in Figure 1. The use
of trained decoders (D) is one
remedial approach [18]; so is
the wuse (C) of electronic
devices [2,4,6,8, 14,16].
Third, attempts have been made
to restructure language (B) as a
compensation {1, 8]. However,
while it must be noted that a
totally new divers' lexicon
probably would not be practical,
appropriate data-bases are being
collected and studied [13].
Finally, of the approaches
portrayed in Figure 1, it is the
articulatory characteristics (a)
that may be both the easiest to

SATISFACTORY
COMMUNICATIONS

AFFECTED SPEECH
A )
L — - SPEGIAL . LoECoDERS
LEXICON
FIGURE 1
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change and the most effective
compensation for speech degra-
dation in the He02/P milieu.

Figure 2 [7] will demonstrate
that saturated divers experience
severe reductions in communica-
tive ability as a function of
depth. The disparity here ap-
pears to be due to the effects
of environment (reverberation,
noise etc.), equipment, human
variability and even HPNS (high
pressure neural syndrome, 17).
No simple solutions appear ten-
able; probably some combination
of the four remedies will be
necessary. wWhile all require
further study, the most critical
need may be to determine how
divers can modify their speech
to become better communicators.
This capability has not been
addressed in the past.
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Finally, the speech changes
which occur when divers attempt
to communicate in He02/P
environments have been docu-
mented to some degree. Briefly,
these variations include non-
linear shifts in vowel formant
structure [2,6] and (often)
raised speaking fundamental
frequency (F@), at least on a
behavioral basis [9, 12].
Other changes may or may not
include shifts in VC ratios and
the presence of nasal quality

[7,8,12,15]. However, it should
be stressed that these investi-
gations have been focused on the
(analysed) speech of diver/
talkers =-- when in environments
which have varied extensively.
Few investigators have attempted
to study controlled/manipulated
speech and these efforts have
been confined primarily to
shallow water [8].

2. PURPOSE

This study was conducted to
investigate the effect of con-
trolled articulatory modifica-
tion on the intelligibility of
divers' speech. To that end,
diver/talkers were trained to
separately alter, in turn, a
single speech parameter while
controlling all others.

3. METHOD

As stated, this investigation
was carried out under highly
controlled conditions with
experienced divers who had
completed a rigorous speech-
control training program. It
was conducted in the hyperbaric
chambers located at the
Westinghouse Ocean Research and
Engineering facility, Annapolis,
Maryland.

Subjects were twelve talker/
divers (six males and six

females) drawn from the
University of Florida diver
team, all were trained in

phonetics and speech research,
were certified/experienced di-
vers and had served as subjects
in previous experiments of this
type. Moreover, to be included
in the experiment, each had to
demonstrate that he or she could
produce the utterances with
acceptable precision. Subjects
were divided into equal groups;
the first produced the required
speech with normal sidetone, the
second wore TDH-39 earphones
into which was fed an 85 dB
noise signal -~ a procedure
which, essentially eliminated
feedback. This approach permit-
ted comparisons between talkers



who coould hear their speech well
enough to attempt enhancement to
those who could not.

All talkers read eight
Griffith's [5] minimal contrast
word lists in the seven dif-
ferent speech modes with the
sequence counterbalanced to a-
void order effects. The speak-
ing modes were: 1) normal
articulation, 2) "most intel-
ligible"”, 3) high fundamental
frequency, 4) low F@, 5) slow
speaking rate, 6) fast speaking
rate and 7) high vocal inten-~
sity. As stated, subjects
received extensive training in
using each mode (except the
first two, of course) while
keeping the others constant.
Fundamental frequecy was moni-
tored using the IASCP
Fundamental Frequency Indicator
(FFI), during training sessions
and the dive; intensity by means
of a calibrated sound level
meter, and rate by means of a
stop watch. During the dive,
flashcards were employed at
chamber portholes to caution
talkers who were drifting from
these rigid protocols. All
procedures were carried out
twice for both teams: first at
the surface in air and secondly
at  92.3m (360 fsw) in an
environment consisting of 86%
helium and 3% oxygen.

The recordings were made by
means of calibrated, at depth,
Electrovoice 664 microphones
coupled to Ampex 681 tape re-
corders (outside " the chamber).
It was concluded that, since
less than 5-dB variations were
obtained for frequencies up to
nearly 18 kHz, the microphones

were capable of functioning
adequately at the experimental
depth.

The experimental tape re-

cordings were spliced, random-
ized and presented to groups of
12-15 listeners selected on the
basis of (1) being native Eng~
lish speakers, (2) having normal
hearing, and (3) being able to
perform the listening task.
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Before. their responses were
evaluated, listeners were
required to score at least 92%

on a hearing screening test,
Once the listening sessions were
complete, the resulting data
were tabled, analysed and
statistical procedures applied.

4, RESULTS

One of the first contrasts
was to compare the overall
performance of the two groups.
It was reasoned that, if train-
ing was effective, mean scores
for the groups would show no
differences. Indeed, they were
found to be virtually identical;
intelligibility levels at the
surface slightly favored the
group that spoke in quiet (95.3%
vs. 92.8%). At depth, however,
this difference was in favor of
the group speaking in the high
noise environment; here the
difference was 2%. Further, no
Lombard effect was observed in

the speech of any of the
talkers. These findings --
coupled with the expected
male-female contrasts which were
virtually identical at the
surface and only slightly
favored the men at depth --
served to demonstrate the

robustness of the training.
Inspection of Figure 2 will
reveal that a 30-60% reduction
in speech intelligibility can be
expected at depths around 109m.
The present data are consistent
with that prediction. Even
though the subjects employed in
this research were trained, an
overall degradation of nearly
30% occurred at depth. Here the
normal speaking condition
(67.0%) again was found close to
the overall mean and speech
intelligibility was poorest for
the two conditions of fast rate
(61.0%) and high F? (62.1%).
The lowered F#, however, result-
ed in a slightly better than
average intelligibility level
(69.0%) -- a finding that is not
surprising since lower F# also
would tend to reduce (at least



slightly) the
formants. The three speaking
conditions that demonstrated the
best overall performance invol-
ved those where best intelli-
gibility was attempted (73.0%),
speaking intensity was increased
(72.6%) and speaking rate was
slowed (70.6%). Other than the
maximum intelligibility condi-
tion, the only relationship
found statistically significant
(ANOVA) was loudness (F=23.8, df
11, 132); this factor also was
significant when a post hoc
Duncan's multiple range test was
applied. Even though the trends
for the 1low intelligibility
conditions (fast rate; high Fg9)
were consistant across the noise
conditions and gender, they were
not statistically different from
the others.

raised vowel

5. CONCLUSIONS
It is suggested that saturat-

ed divers attempting to
comunicate in the HeO2/P
environment can improve their
performance if they consciously

attempt to do so. Helpful
modifications include: 1) lower-
ed fundamental frequency level,
2) reduced speech rate, 3)
increased speech intensity and
4) attempted articulatory
precision, Of course, it is
conceded that these speech
modifications might not be
equally effective for all
ambient pressure levels, gas
mixtures and noise levels.
Nonetheless, they did result in
speech  improvement under the
conditions of this experiment.
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Aspects théoriques et pratiques des études sur le
systéme phonétique d"une langue.

L.Bondarko

Université d"Etat de Leningrad

ABSTRACT

A phonological theory
.cannot. be developed 1if a
phonologist ignores the
speech activity of native
speakers. Systematic analy-
sis of Russian sound struc-
ture has revealed a discre-
pancy between units and
operations used to describe
the phonology of speech
activity and those postula-
ted by the ‘classical” pho-
nology.

L"étude théorique du
systéme phonétique du russe
contemporain langue litté-
raire a pour tache de
spécifier et (si besoin est)
de corriger des idées con-
cernant les relations entre
le systéme des unités pho-
nologiques et leurs réali-
sations phonétigques dans 1la
parole.

Le moment est venu de
comparer ces deux ordres de
faits et d"en tirer des
conclusions que aideraient &

rénover les conceptions
phonologiques.

Dans la série "trait
distinctif - phonéme -
morphéme - mot” chaque
é€lément est généralement
caractérisé comme un

ensemble d"éléments d’un
niveau plus bas: phonéme -
ensemble des traits dis-
tinctifs, morphéme -
séquense de phonémes, mot -

ensemble de morphémes.
Cependant, pour les locu-
teurs chaque unité 1linguis-
tique est plus que la somme
des unités d'un niveau plus
bas. C"est pourquoi on doit
se demander quel matériel
linguistique suffirait pour
qu'on puisse en tirer des
conclusions sdres. C'est
dans cet ordre d ideés qu on
a procédé, 1l y a quelques
années, A& la création du
fond phonétique russe
(FPhR), qui doit constituer
la base des recherches
ultérieures. A présent ce
fond comprend: )

A.Des enregistrements sono-
res de différentes sortes:
les syllabes CV ot toutes
les consonnes sont combinées
avec toutes les voyelles,
des mot 1isolés 1les plus
fréguents et ceux qui
présentent des variantes
orthoépiques (3009 mots en
tout); des textes suivis,
contenant des mots
fréquents. Tout ce.matériel,
enregistré dans la pronon-
ciation de 4 locuteurs, est
conservé sous forme d enre-
gistrements sonores sur
bande magnétique et en forme
.digitalisée dans la mémoire
de 1l7ordinateur. Tout le
matériel est présenté comme
une série de syllabes
ouvertes avec des marques de
segmentation & 1l intérieur.
On procéde & 1'étude des
caractéristiques de ces
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syllabes; avec les auditeurs
porteurs de différentes
langues (y compris le russe)
on fait des expériments, au
cours dequels on modifie le
matériel primitif de diver-
ses maniéres pour étudier le
ré6le de certaines caracté-
ristiques acoustiques pour
la perception de la parole
[1].
B.Un systéme de transcrip-
tion automatique qui donne
la possibilité de faire une
transcription phonématique
ou proprement phonétique des
textes orthographiés et
d obtenir différentes
caractéristiques statisti-
ques.
C.Des dictionnaires des
morphémes russes (& la base
des 3 dictionnaires morpho-
logiques) conservés dans la
mémoire de 1l ordinateur, ce
qui rend possibles des étu-
des statistiques.

Pour le probléme qui nous
occupe l’analyse de la forme

sonore des morphémes
présente un intérét parti-
culier.

D. Des aictionnaires gram-
maticaux et morphologiques,
ce qui donne 1la possibilité
de comparer les structures

rhonétiques des constituants
de mot (morphémes) avec leur
distribution dans les
dérivés et formes grammati-
cales de mots. Ces diction-
naires sont la base pour les
études sur des réalisations
sonores des formes gramma-
ticales du mot russe.
En combinant les résultats
de +toutes ces recherches on
peut déterminer, avec assez
de sGreté, certains procédés
phonologiques employés par
les sujets parlant et qui
concernent les structures
prhonémiques et les réalisa-
tions sonores des unités
significatives.

Selon la tradition, parmi
les +trois caractéristiques
phonétiques du systéme
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vocalique russe (antério-
rité-postériorité, degré
d"ouverture et labialisa-
tion) seules les deux der-
nieéres sont considérées
comme relevantes, puisque
l’antériorité de 1la voyelle
dépend, dans une grande
mesure, de la consonne
précédente, dure ou mouill-
ée. Dans certaines études
expérimentales, cependant,
on a démontré que cette
affirmation est incorrecte,

car les modifications arti-
culatoires des voyelles
aprés les consonnes mouill-
ées représentent un "geste
articulatoire” d"une nature
particuliére: c“est le pas-
sage de la langue d’une
position avancée et élevée,
propre aux consonnes
mouillées, 4 la position
reculée, propre aux voyelles
postérieures. Le degré
d ouverture, comme le mont-
rent les données du FPhR,
est aussi variable, et
dépend:

1) des habitudes personnel-
les des locuteurs et;

2) de certaines circonstan-
ces de la parole. Ainsi, en
prononcant les syllabes du
type CV ceux des locuteun
qui ont un débit rapide ont
les [o] et [e] assez
fermés,ce qui a pour résul-
tat 1la perception des
voyelles comme ful et
[1]1/(s1]. Des modifications
d“ouverture plus grandes
encore sont observ€es dans
les textes suivis, o0 les
voyelles sont gé&néralement
réalis€es comme plus fermées
qu”il ne faut d’aprés leur
caractéristique phonologi-
que.

Il s’en suit
variation d“une
tique phonétique
pras le droit de 1la considé-
rer comme Iirrélevante. La
différence entre les voyel-
les antérieures et posté-
rieures dans systéme

que la
caractéris~
ne donne

le



phonologique du russe est
die au fait que 1l opposition
entre les consonnes dures et
mouillées en syllable CV
n“est guére possible que
devant les voyelles posté-
rieures: / sadu/ (au Jjardin,

Dat.) - /s'adu/ (Jje m'as-
soirai) (Cepedant 1la nou-
velle possibilit&s de réa-
liser cette opposition con-
sonantique devant /e/:

/as't’el”/ °lit" - /pas’-
tel’/ ‘pastel’ peut entral-

ner des changements dans le
systdme vocaligue russe).

L analyse des formes
sonores des morphémes permet
aussi d’en tirer quelques
conclusions concernant le
niveau phonologique du rus-
se. L°un des fondements de
la phonologie c’est 1"idée
sur la priorité de 1la fonc-
tion distinctive du phonéme.
L étude du matériel phoné-
tique - composition phoné-
matique des morphémes - a
montré, contrairement a ce
gqu’on attendait, que cette
fonction ne se réalise que
dans un nombre assez rest-
reint de cas. L’analyse des
racines 1les plus fréquentes
du type CVC (i1 y en a prés
de 790) montre qu'il y a
trés peu de paires minimales
différenciées par les
voyelles: 279 racines n'ont
pas de paires minimales; 113
racines ne peuvent former
qQuune seule opposition
vocalique, trois oppositibes.
vocaliques sont possibles
dans 23 contextes consonan-
tiques, et 1l n‘y a que 6
contextes consonantiques ol
4 oppositions sont possib-
les.

Les 35 consonnes qui sont
possibles & 1 initiale de
morphémes auraient pu former
une série de 35 quasi-ho-
monymes; cependant, la série
la plus longue n’en compte

que 11 (des cas semblables
sont trés rares), les séries
les plus fréquentes ne
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comptent que de 2 & § raci-
nes.

Ainsi, 1la fonction dis-
tinctive du phonéme n’est
réalisée que dans une petite
partie des cas théoriquement
possibles. On peut voir
cette faiblesse relative de
la fonction distinctive du
phonéme en étudiant la
différenciation des formes
grammaticales de mot. En
russe, la principale infor-
mation grammaticale (pour
les substantifs c’est le
genre, le nombre, 1le cas)
est portée par les désinen-
ces, c'est-a-dire par la
partie post-tonique du mot
que est sujette & une forte
réduction phonétique. Dans
cette situation les facteurs
phonétiques 1 emportent sur
les facteurs phonologiqueg
c’est-a-dire sur la néces-
sité de différencier les
formes grammaticales. L ho-
monymie des désinences.-est
surtout fréquente dan la
parole continue, ol l°on
observe aussi une homonymie
grandissante des autres
morphémes. Donc, un locuteur
russe ne rencontre que
rarement des cas ol la
différenciation des unités
gsignificatives dans le texte
se fasse gréce aux opposi-
tions phonématiques.

Une des questions les
plus importantes pour toute
théorie phonologique c’est
1l°interprétation phonémati-
que des segments sonores. Le
prlus souvent on procéde a
1°identification phonémati-
que d’un son Trecourant aux
oppositions en position
forte, c’est-a-dire en
position de différenciation
maximale. Pour les voyelles
russes c’est la sy llabe
accentuée. Parmi les
morphémes du russe c'est la
racine qui est le plus sou-
vent accentuée, les suffixes
le sont bien plus rarement,
les préfixes - plus rarement



encore.

Le traitement des donnéls
du RDD [2] (110009 mots) a
permis de diviser tous les
cas d'apparition de préfixes
comportant une voyelle en 2
groupes selon la présence ou
l°absence d'accent. Il y a
trés peu de cas ou le
préfixe porte 1l accent de
mot (4 1° exception de - qui
est souvent accentué):

voyelle du prfixe

(orthographe)
e (@€3-9ap6 - 5e3 -9apnoi)
nullité inepte
u (nPu-ucx - npu- HATs )
mine accepter
o (8r-nyck -OT —-NYTUTs)
cong lacher
a (pA-YyM -pa3d -ymusid)
raison raisonnable

(Be-NyYcx - Bbl-nyckars)
émission émettre

La comparaison de ces
chiffres fait penser qu'il
est peu probable qu’un
locuteur russe, qui, comme
on sait, tient compte, dans
la parole, des caractéris-
tiques probabilitaires,
détermine 1la qualité phoné-
matique des voyelles en
recourant a la position
forte. I1 semble raisonnable
de supposer que ©pour les
locuteurs la "position
typique” est aussi impor-
tante que la "position for-
te" pour le linguiste.

Ainsi, 1la réalité du
phonéme pour 1les locuteurs
est liée en premier lieu &

son rbéle dans la structure
rhonétique du mot. Les cas
ol le modéle phonémique du
mot est réalisé intégrale-
ment pendant 1la production
de 1la parole ne sont pas
plus fréquents que ceux ol
ce modéle est seulement
esquissé: p. ex. dans (Acc.
du rouge’ adj. Nom. fém.)
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la suite posttonique /uju/
est réalisée phonétiquement

comme groupe de voyelles
{ 1, ot [ ] est la réali-
sation de la séquence
/3/+/u/.

Dans les actes de per-

ception de la parole 1la
réalité du systéme de
rhonémes se manifeste comme
les facultés des locuteurs
de rétablir 1la forme phoné-

accentuée inaccentuée
13 3291
24 1495
89 6174
1399 6226
1353 1241

migque du mot en utilisant
une information phonétique
défectueuse.

Le systéme phonologique
dont se servent les porteurs
de 1la langue n’est pas en
tous points semblable a
celui établi par 1le 1lin-
guiste, ce qui nous oblige &
une étude minutieuse du

matériel 1linguistique et de
l’activité  langagiére des
locuteurs.
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1A SEMIOLOGIE DE LA PHONOLOGIE

Jaap J. Spa

Universiteit van Amsterdam/Université de Provence

Although human language is the
most elaborate semiotic that
exists, man invented other
sign systems to remedy the
flaws. inherent to the use of
language, For the same reason
scientists had recourse to
non-linguistic signs: Phonolo-
gists proposed iconic diagrams
‘to ocircumvent the linearity of
discourse, As phonology deve-
lopped further other sign spe-
cies were created —— the mea-
ning of which could not be
transmissed by language ~- to
describe newly discovered
facts,

1, INTRODUCTION

Le langage est le plus complexe
de tous les systdmes sémiolo-
glques utilisés par l'homme, Le
corollaire de cette complexité
est le caractdre extrémement
sophistiqué des messages lin-
guistiques, Pourquol alors
1l'homme a=-t-il &prouvé le be-
soin de se doter d'autres sys-
t3mes de signes ? C'est que la
communication langagidre est su-
Jette & des restrictions, dues 2
la nature de 1l'instrument ou aux
circonstances dans lesquelles on
peut l'employer: Un défaut dans
1'appareil récepteur, 1l'ambigul-
té fréquente du message linguis-
tique, l'absence de code partagé
eto, (voir [9] pp 21-27) néces-
sitent le recours 4 un substi-

tut, Ainsi toutes les anthropo=-
sémiotiques non linguistiques
ont-elles §té inventfes pour
pallier une ou plusieurs limita-
tions du langage: L'anthropo-sé-
miologie est 3 la linguistique
ce que la médecine est & la bio-
logie humaine,

2, L'ICONE

Voici done pourquoi une sémiolo-
gle de la linguistique, et par—
tant une sémiologie de la phono-
logie est possible, Hagdge [3] ,
p. 1 a affirmmé: "la linguistique
(o) étudiant la langue le fait
en langue," A mesure que les
théories linguistiques se déve-
loppent, le langage peut s'avé-
rer 8tre un outil défectueux
pour les formuler, le linguiste
a d3s lors recours 3 des signes
non linguistiques possédant des
propriétés qui font défaut au
langage: Les &léments d'un mes-
sage linguistique n'ont entre
eux que des rapportd linéaires,
"horizontaux", Si le linguiste
veut exprimer des rapports "ver-
ticaux" et "horizontaux" entre
deux concepts théoriques, il ne

" peut le faire au moyen du langa-
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ge. Alnsi Hellwag, [4] p. 25, a
ét& amené A poser son triangle
vocalique, un signe iconique bi-
dimensionnel, pour représenter
les relations entre les voyelles
de 1l'allemands

u a i
[ 8 e
a -9
a



L'iconicité de ce signe consiste
3 représenter verticalement l'a-
perture et horizontalement le
lieu d'articulation, ce qui cor-
respond grossoc modo 3 ce qui se
passe dans la réalité, Si on a-
vait voulu rendre les rapports
"vertical" et "horizontal" au
moyen 4'énoncés linguistiques on
aurait pu y parvenir mais au
prix de formulations laborieue
ses, Un simple ooup d'oeil sur
1'ic8ne, cependant, suffit pour
rendre ces rapports évidents,
L'ioonicité de ce signe n'est
pes pour autant parfaites le
rapport "horizontal" entre []
et [1]) ou entre [5] et [e] ne
correspond pas 3 ce qui se passe
dans la réalité,

Les consonnes avaient d€j3d fait
l'objet d'une représentation i-
conique 150 ans plus t8t par
Montanus, [5] p. 19. Ni Hellwag,
ni Montamus n'ont §t les pre-
miers 4 avoir employé des iclnes
en phonologie, Cet honneur re- -
vient 3 Panini (of, [6], p. 69).
Mais sa description tait tombée
dans 1l'oubli, de sorte qu'elle
devait 8tre réinventée par les
Européens Montanus et Hellwag,

Outre les schémas iconiques §la-
borés par Hellwag, Montanus, Pa-
nini, d'autres icdnes furent
proposés dont l'objectif fut de
donner une image plus fiddle de
la réalité, notammant quant 2 la
fagon dont les sons taient pro-
duits, Ainsi les images oi-des—
sous de John Wilkins, citées par
[1], p. 115, représentent-elles
ce qui se produit dans les cavi-
tés pharyngale, nasale, buccale
au moment de ltartioulation des
sons [t, 4, s, 1] 3
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Dans ces io8nes on apergoit la
représentationa visuelle d'un
certain nomdre d!'événements dont
les principaux ne sont pas visi-
bles & 1'oeil nu ou méme pas vi-
gibles du tout mais seulement
audibles ou éventuellement tan-
glbles, C'est pourquoi je propo-
serais pour ce type d'iolne
1'appelation d'ioc8ne synesthési~
que , ¢,~d~d, un iolne domt le
signifiant s'adresse & un seul
des 5 sens mais dont le signifié
reldve de sens différents,

3, LE SIGNAL ET LE SYMBOLE

Sebeok, [ 8] pp 231-248, recon—
natt 6 types de signes, Outre
1t'ic8ne dont 11 a 46jd €té ques-
tion, 11 distingue le signal, le
symbole, le téme, le nom
1'indice, La flgoho 1—9 de la
phonologie générative peut &tre
congidérée comme un signal, par-
ce que selon Sebeok ce dernier
demande une action de la part de
celui qui le pergoit. En l'occu-
rence l'action consiste & rfé-
orire une séquence, / (= dans le
contex}e} peut dds lors &tre ..
oconsidéré comme un bole, un
signe pour lequel aignifiz ot
signifiant sont 1iés par une .-
convention arbitraire, Les trois
autres types ne sont pas em- ..
ployés, 2 ma connaissance, dans
la littérature linguistique,

Pourquoi des signes comme —» et
/ se sont-ils substitués A des
sxpressions langagidres ? C'est
parce que celles-ci sont trop
longues et trop souvent utili-
sées, L'homo significans aime se
servir de signes mais pas tou-
Jours des némes, Il renfcle de-
vant l'obligation de rdemployer
chaque fois le m8me énoncé quand



un moyen plus simple s'offre &
lui, En outre la formalisation de
la linguistique permet la déduc-
tion rapide de prédictions faites
3 partir d'assertions théoriques
généralisantes, de sorte que cel-
les-ci, le cas échéant, peuvent
&tre rapidement falsifides.

4., L'ICONE METAPHORIQUE

Les icBnes dont 11 a €t§ questior
avalent la propriété dite iconi-
cité topologique (cf. [10], 7.88)
Ce d, la configuration de leurs
parties constitutives est sembla-
bles 3 celle d'originaux qui .
existent dans la réalité, Récem—
ment la phonologie a vu nattre
des ic8nes métaphoriques (cf,
[10),p. 89)s La configuration des
parties constitutives de ce der-
nier type reproduit un original
qui n'a qu'une existence métapho-
rique: Une personne haut placée
n'est pas quelqu'un qui se situe
quelques mdtres au-dessus du sol
mais qui est A la t&te d'une hié-
rarchie, Une telle métaphore est
4 la base de la description sui-
vante de la structure syllabique:

>
o —< —z—:v>"\

les symboles ¢ sont hiérarchi-
"quement supérieurs 4 0 et R,
qui & leur tour dominent N et
Cd, Ensuite viennent V et C et
en bas de 1'échelle se trouvent
les sons concrets, Une telle .
hiérarchie peut 8tre exprimée é-
galement par un schéma plat,
unidimensionnel:
[rr [5) FCx1I33

e R N V cd o M
Cette possibilité n'existe pas
pour 1'ic8ne topologique qu'est
le triangle vocalique car l'ori~
ginal n'est pas quelque chose de
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lindaire,
5¢ LE SIGNE TRIDIMENSIORNEL

la toute dernidre méthode pour
déorire scientifigquement les
sons est le schéma tri-dimensi-
onnel, illustrant le fait que la
séquence sonore est le résultat
de différentes strates, relifes
4 un axe central, le squelette,
sur lequel se trouvent des uni-
tés chronologiques, Un tel sché-
ma combine les propriétés des i-
odnes topologique et métaphori-
que, Le tout prend 2 peu pris la
forme d'un écouvillon, C'est
dire qu'on pourra bient8t s'at-
tendre 3 ce gque les manuels de
phonologle soient congus comme
certains livrea pour enfants od
i1 suffit d'ouvrir une page
quelcongue pour voir se former
une image tri-dimensionnelle,

6. L'ECRITURE

Le plus vieux domaine de la sé-
miologie de la phonologle est
1'4oriture, Chez les anciens E~
&ptiens les signes de 1'éoritu-
re §taient encore de nature igo-
nique parce que, quand un mot
avait comme segment initial 1le
v de vache, ce v ainsi que tous
les autres v étaient rendus par
une t&te de vache, On peut dds
lors parler d'un ic8ne dérivé,
Celui-ci se transforme en

bole (arbitraire) lorsqu'il est
emprunté par une autre langue
pour exprimer le segment v, a~. .
lors que dans cette langue le
mot pour vache ne commence pas
par v, L'dcriture a 66 congue
pour remédier 3 la volatilité de
la langue parlée,

7. CONCLUSIONS

1, Quatre limitations inhérentes
4 la communication langagidre
ont provoqué 1l'introduction de
signes substitutifs en phonolo-
gle: la volatilité du discours
oral, la lindarité du langage,
la monotonie de 1l'emploi fré-
quent de messages linguistiques



identiques, 1'inadéquation du
langage de se pr8ter A des dé-
ductions fiables,

2. Le langage est la plus élabo=-
rées des anthropo-sémiotiques,
Cela se voit aussi au nombre
d'entrées dans [27] comparé 2 ce-
lui dans [7]. Aussi est-ce la .
linguistique qui peut fournir la
clé donnant acods 3 1l'anthropo-
sémiologie,
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VOWEL PALATALIZATION IN MONGOLIAN

Jan-Olof Svantesson

Lund University, Sweden

ABSTRACT

Most Mongolian languages have gone
through a process of palatalization which
has affected the vowel and consonant sys-
tems in different ways in different langua-
ges. In this paper, phonetic data are given
from the Khalkha dialect where consonant
palatalization is contrastive, and where
vowels preceding palatalized consonants
have been umlauted. The umlauted vowels
are realized as diphthongs, and at least for
some speakers they contrast with original
diphthongs with i as the second element.
The contrast is realized as differences in
spectral timing.

1. BACKGROUND

1.1 The vowel system

Classical Mongolian had seven vowels
(shown below) and a vowel harmony
system based on palatality with three front
vowels e, g, y, three back vowels a, 9, u
and one neutral vowel i. It is believed that
the oldest stages of the language had a
back unrounded vowel i as well. There
has been a vowel shift in East Mongolian
languages (Mongolian proper and Buriat),
by which the vowel u became a pharyn-
geal ([-ATR]) vowel @, and the front
vowels y and g became u and e, respec-
tively [3][4] (in Southern Mongolian
dialects, e.g. Baarin, e became 9, as
well). At the same time, the phonetic basis
of vowel harmony shifted from palatality
to pharyngeality ([ATR]), the vowels a, o,
@ being pharyngeal ([-ATR]), e, o, u non-
pharyngeal ([+ATR]) and i neutral [4].

iy u i v i u
eg ao ® ®
e e 2 @

a o a o

Classical Khalkha Baarin

102

Vowel length is contrastive in modern
Mongolian, but only in the first syllable of
a word.

1.2 Palatalized consonants

The vowel i caused palatalization of both
consonants and vowels. Consonants pre-
ceding i were palatalized, and in many
cases the conditioning vowel disappeared
(especially when word final) or became
assimilated to a following vowel, in parti-
cular when that vowel was a: ama>am
‘mouth’, ami>am~ ‘life’; bara>bar ‘to
finish’; bira>b-ar ‘strength’. Palatalization
did not always take place when an I
followed, however: miga > max ‘meat’.

In this way a whole class of palatalized
consonant phonemes appeared in Khalkha
(b4, p7, m;, wi, d’, t, 0% I, 1, 85 X)),
contrasting with the corresponding plain
consonants. (In Khalkha, 1is realized as a
lateral fricative [g].)

The palatalized consonant phonemes in
Khalkha have a limited distribution, occur-
ring only in words with pharyngeal
vowels. In non-pharyngeal words there is
no contrast between palatalized and plain
consonants, a fact that indicates that pala-
talization of consonants took place before
the vowel shift that converted the front
vowels y and g to u and e.

1.3 Palatalized vowels

The palatalized consonants in pharyngeal
words have in their turn palatalized (um-
lauted) preceding vowels. Thus, o, 9, a2

‘have umlauted allophones, here written as

@, 3, 4, before palatalized consonants

In some Southern Mongolian dialects,
e.g. Baarin, the umlauted vowels are
realized as monophthongs v, e, &, but in
Khalkha they are diphthongic. Both short
and long vowels were umlauted in a
similar way.



Another source of palatalized vowels is
original diphthongs with i as the second
element, @i, oi, ai. In Khalkha they are
retained as diphthongs, but in Baarin they
became monophthongs, merging with the
umlauted vowels. There is also a non-
pharyngeal diphthong ui in Khalkha (y in
Baarin). Instead of expected *ei or *ei, €
is found both in Khalkha and Baarin.

2. PHONETIC INVESTIGATION
2.1 Method

The data presented here are based on
recordings of three male speakers of
Khalkha Mongolian, XB, DD and BB.
They were born, grew up and are still
living in Ulaanbaatar. Their age was 36,
26 and 21 years, respectively. A word-list
illustrating various phonetic phenomena,
including palatalization, was recorded.
Each word was read in isolation 3-5 times
by each informant. The recording was
made in Ulaanbaatar using a cassette
recorder of fairly high quality. The record-
ings were analyzed using the MacSpeech-
Lab II digitizer and analysis programs.

2.2 Results and discussion

2.2.1 Umlauted vowels vs. i-diphthongs
The umlauted vowels 4, 3, & and the i-
diphthongs ai, oi, @i were compared by
measuring F) and F; at the beginning and
end of the vowel, and at three intermediate
equidistant points. The words &4 ail,

2000
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+

1700

VBOO

Figure 2. F1-F plots for speaker DD.
Umlauted vowels &, 3, & are shown as
solid lines and i-diphthongs @i, oi, ai as
dotted lines.
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Figure 1. F1-F2 plot for all vowels of
speaker BB. The r-diphthongs ui, @i, oi,
ai are shown as dotted lines and umlauted
vowels @5, 3, 4 as solid lines. The average
formant values (of 5 tokens) of mono-
phthongic vowels are also shown.

s:, oir, i, wil were used. The results
are shown in Figures 1-3 and in Table 1.
The simultaneous equality of Fy and Fa
was tested with Mahalanobis® D2 test [2,
p. 480] after converting the formant fre-
quencies to the mel scale.

The umlauted vowels and the corres-
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Figure 2. F;-Fj plots for speaker XB.
Umlauted vowels &, 3, 4 are shown as
solid lines and i-diphthongs @i, 2i, ai as
dotted lines.

103



ponding i-diphthongs have similar paths in
the F1-F; plane, starting at a point in the
neighbourhood of the corresponding non-
umlauted vowel and ending in the e~i
area. According to the test results (see
Table 1), 4and ai are significantly
different for speaker XB and also for DD,
& and oi are different for BB and DD, and
& and i are different for DD and XB.
Some of the differences are perceptually
very salient. Although it is difficult to find
invariant features which differentiate um-
lauted vowels and i-diphthongs for all
speakers, the three pairs differ in similar
ways for each speaker. The difference lies
in the timing structure of the diphthongs
rather than in the starting point, end point
or direction of the diphthong path.

The spectral timing of diphthongs often
differs between different languages [1],
but it is an unusual feature for a language
to have diphthongs with the same general
start and end points but which never-
theless contrast because of their spectral
timing,

2.2.2 Palatalization of consonants
Jfollowing i-diphthongs

Palatalized and plain consonants do not
contrast after i-diphthongs. The quality of
a consonant in this position was checked
by measuring Fy and F, at the beginning
of the second vowel ain the word ailar
and comparing to plain /in bazar and

palatalized I”in 4:l-ar,

The results were (means of 5 tokens):

BB DD
Fi1 Fp Fi1 Fp
bazlar 501 1202 669 1387
ailar 505 1452 438 2002
#l-ar 438 1594 365 2138
tests:
balar ~ ailar  p<.01 p<.001
balar ~ &l'ar  p<.001 p<.001
ailar ~ &l ar p<.05 p<.05

As these results show, 1in ailar is
palatalized, but slightly less than the
contrastively palatalized /“in 4:ar,

This seems to be the only case of
progressive palatalization in Khalkha,

2.2.3 Influence of ion preceding
consonants

Both plain and palatalized consonants can

occur before i in pharyngeal words, as in

ba:lig and #:14ig. The possible influence of

i on a preceding plain consonant was
checked by measuring F; and F; at the
end of the first vowel ar in the words
ba:ar and bailig, with the following
results (5 tokens of each vowel for BB
and DD, 4 for XB):

BB DD XB
Fy Fp Fi. F» F R
balar 593 1246 647 1213 672 1275
bailig 6521321 645 1311 642 1418
test: ns ns ns

F is slightly higher at the end of arin
ba:lig than in ba:lar, no doubt because of
coarticulation effects, but this difference is
not significant in my material according to
Mahalanobis® test. Since the vowel iis the
historical source of palatalization in Mon-
golian, it is somewhat paradoxical that i
does not palatalize preceding consonants
in Khalkha.

2.2.4 The quality of i

The vowel i is neutral in vowel harmony,
but only in a restricted sense. Words with
only this vowel are always non-
pharyngeal, and in pharyngeal words, i
occurs only in suffixes. The quality of jin
pharyngeal words is influenced by the
pr;ceding consonant. In order to check
this, Fy and Fp were measured at the
beginning and middle of the i vowel in the
words ba:lig, 4:1g and ailig, i.e. follow-
ing a plain, palatalized and non-contras-
tively palatalized consonant. The results
are shown below where the first row for
each word shows the beginning of the i
vowel and the second row the centre:

BB DD XB
. BEFp F F, F F
balig 4731572 370 1949 445 1887
.. 4651768 381 2083 449 2128
ailig 354 1820 246 2135 354 2044
3701896 367 2211 363 2194
alig 3531871 348 2083 -
3511958 359 2181 -
tests: BB DD XB
balig ~ ailig p<.001 p<.01 p<.05
) p<.05 p<05 p<.05
balig ~ &14g p<.001 p<.01 =

- p<05 p<01 -
ailig~4:lig  p<.05 ns -
ns ns -

(5 tokens of all words for BB and DD; 4
tokens of ba:lig and 3 of ailig for XB.)
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There is a large difference between i
following plain and palatalized consonants
(as is the case for the other vowels as
well). The difference is still present at the
middle of the vowel but is smaller there.
Thus, coarticulation between a plain
consonant and a following i does not lead
to palatalization of the consonant, as is the
case in many languages, including Old
Mongolian, but rather to “de-
palatalization” of i, resulting in lower Fy
and higher Fj, a relation which is
characteristic within each pair of non-
pharyngeal vs. pharyngeal vowels (e~a,
e~2, u~@; cf. Figure 1).

In Baarin and other South Mongolian
dialects, the contrast between plain and
palatalized consonants seems to have dis-
appeared, and i has split into two pho-
nemes, non-pharyngeal ([+ATR]) 1 and
pharyngeal ((—-ATR]) 1, thereby repairing
the asymmetry of the harmony system
which resulted from the loss of i in Old
Mongolian.

3. CONCLUSION

Mongolian has gone though a palatali-
zation cycle. First i palatalized preceding
consonants and was then lost in many
cases. The contrastive function of the lost
vowels was transferred to a palatalized/
plain contrast in the consonant system,
supplemented by the appearance of
umlauted vowels, realized as diphthongs,

before palatalized consonants. This is the
stage found in Khalkha. In Baarin and
other Southern Mongolian dialects, um-
lauted vowels have become mono-
phthongs and carry the contrast,
contrastive palatalization having
disappeared, at least partly, from the
consonant system.

In Khalkha, there is a contrast between
umlauted vowels and original i-diph-
thongs, both being realized as diphthongs,
but differing in their spectral timing. In
Baarin these two sets of vowels have
merged.

REFERENCES

[1] LINDAU, Mona, Kjell NORLIN &
Jan-Olof SVANTESSON (1990), “Some
cross-linguistic differences in diph-
thongs”, Journal of the International
Phonetic Association, 20:1, 10-14.

[2] RAO, Radhakrishna (1965), “Linear
statistical inference and its applications”,
New York: Wiley.

[3] RIALLAND, Annie & Redouane
DJAMOURI (1984), “Harmonie voca-
lique, consonantique et structures de
dépendance dans le mot en mongol
khalkha”, Bulletin de la Société de
Linguistique de Paris 79, 333-83.

{4] SVANTESSON, Jan-Olof (1985),
“Vowel harmony shift in Mongolian”,
Lingua 67, 283-327.

Table 1. Mean values of F) and F; at five equidistant points in the umlauted vowels and
i-diphthongs. The number of tokens of each vowel is given as well as test results for
Mabhalanobis’ test, for each point testing whether the two vowels have the same F; and Fp

values.

BB

DD XB

#l- 743 683 623 563 435 5| 802 795 759 698 528 5| 748 603 435 390 3403
1482 15911654 1708 1716 | 1697 1784 1828 1923 2016 |1401 17222144 2188 1958

ail 772 669 598 536 405 5| 802 778 753 647 457 5| 780 761 735 617 4403
1531 15801645 1691 1672 1621 1776 18422013 2092 |1478 15731709 18772013

test; ns ns ns NS ns ns ns

ns ns <.05 |<.05 ns<.0l <01 ns

3:1- 628 598 596 533 421 5] 707 680 650 592 S00 4| 612 585 571 558 408 1

1091 11721308 1450 1605 | 1187 1248 1394 1615 1853

857 911 938 12651713

oir 601 569 539 506 449 5] 735 688 620 582 519 5| 630 607 594 544 460 3
1104 12001330 1461 1594 | 1192 1289 1363 1471 1596 [1052 1160 1260 1478 1623

test: ns <.05<.01 ns ns ns ns

ns<.001 <.01 ns ns ns ns ns

il 466 441 416 408 362 S| 395 398 387 377 333 4| 367 405 381 385 2953

816 9251081 1368 1678

765 932 1194 1608 1965 789 8791077 1605 1985

@il 451 424 402 389 348 5| 354 372 376 358 340 3| 395 426 431 413 3543
- 865 9841178 1496 1713 | 1088 1265 1491 1695 1854 757 9431265 17001831

test: ns ns ns ns ns |<.05 <.05
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UNIVERSALS OF NASAL ATTRITION
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ABSTRACT

The claim that there is a hierarchy
governing the attrition of nasals according
to place of articulation is put to the test in
this paper by examination of cross-
linguistic data from two language groups
which are unrelated genetically and
geographically: the Romance dialects of
Northern Italy and the Lower Cross group
of South-Eastern Nigeria. Results of this
new survey provide interesting food for
thought: developments in the Northern
Ttalian dialects support, to a large extent,
predictions that follow from phonetic
considerations. However, the Lower
Cross languages at first appear to
contradict expectations. This suggests
that other factors may need to be taken
account of, before a true universal
tendency, if one exists, can be
established. '

1. UNIVERSAL TENDENCIES OF
VN SEQUENCES

) There have been numerous studies
of the diachronic development of both
vowels and nasals in VN sequences, e.g.
[1,4,7,8,9, 11]. As aresult, many
generalizations have been made with
purported universal or quasi-universal
effect. With reference to the distinctive
nasalization of vowels, we note such
claims as: (1) nasalization affects low
vowels first, before spreading to higher
vowels; (2) front vowels are nasalized
before back vowels of similar height; (3)
stressed vowels are nasalized before
unstressed vowels. As for nasal
consonants, it has been variously claimed
that : (1) nasal consonants are
preferentially deleted when in
tautosyllabic rather than in heterosyllabic
position; and (2) weakening and deletion

of N, i.e. N-attrition, occurs first in
word-final position before spreading to
N+C clusters. The particular claim we
wish to examine here is the suggestion
that the development of N-attrition is
universally governed by, among other
things, a parameter of place of
articulation, i.e., that N-attrition will
predictably affect one place of articulation
before spreading in a determinable fashion
1o other places of articulation. Of special
interest is the fact that opinions conflict
as to the precise nature of this place of
articulation parameter. Chen [1] states
explicitly that N-attrition and nasalization
of the preceding vowel affects anterior
nasals [m, n] before spreading to
posterior [g]. Some fine-tuning of
Chen's claim can be made, since it is also
obvious in the diagrammatic
formalizations he presents of relative
backness and of nasalization processes in
Chinese dialects, that he expects N-
attrition and subsequent distinctive vowel
nasalization to affect /Vm/ sequences
before spreading to /Vn/ and then finally
to /Vr/. Chen claims that historical
developments in a sample of Chinese
dialects support his observations.

Hombert [7, 8] in an analysis of
the historical development of nasal

- consonants and N+C clusters in the Teke

languages (Bantu B70) of Central Africa
agrees that vowel nasalization and N-
attrition affect /Vm/ (< Proto-Bantu
*/Vm/, */Vmb/) before /Vn/ (< */Vn/,
*/Vnd/). However, Hombert [7] also
notes that the velar nasal in /Vy/ (< */ng/)
is frequently deleted, but without evidence
of expected vowel nasalization. To
account for the apparently anomalous
behaviour of the velar nasal, he can make
only the unsatisfying suggestion that loss
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of /y/ is an independent and unrelated
phenomenon.

In contrast to Chen and Hombert,
Foley [4] suggests that the order of any
place of articulation parameter of N-
attrition is reversed: N-attrition affects the
velar nasal preferentially, before
spreading along the parameter to affect /n/
and only then to /m/, i.e.,, ) >n>m; cf.
also Lightner [9]. Historical develop-
ments in Portuguese, and German are
cited as exemplifying the suggested
directionality of the parameter.

We wish to constrain possible
scenarios of sound change by providing
phonetic explanations for them. Given
this approach, it appears at the outset that
Foley and Lightner's parameter of N-
attrition is perhaps the most plausible,
since it is most consistent with the
phonetic observations of Ohala [10] who
notes (p.297) that, "the alternation [n] ~ V
should be more common than the
alternation of other nasals with V", as
suggested by perceptual experiments.
This is explained (following House
1957), "by noting that the velar nasal has
primarily just a single resonating cavity
with a small, perhaps negligible side-
cavity, unlike other nasals, and thus
negligible anti-resonances with large
bandwidths and is more like that of a
nasalized vowel than are those of any
other nasal." Following from this, "is
the prediction that of all nasal consonants
one would expect [g] to be most prone to
change or deletion. Insofar as the zero of
[n] is situated in the more attenuated
higher frequencies, it is less perceptible
than the zeroes of other nasals, and thus
make [sic] [g] just that much less of a
nasal."

However, while there are good
phonetic reasons to claim that [p] is
inherently weak and most prone to loss,
Ohala's prediction as to the inherent
phonetic propensity of [g] towards
attrition is apparently not entirely borne
out by cross-linguistic data. The
extremely limited sets of data used by
Foley [4] and Lightner [9], do concur; on
the other hand, Chen's work cited earlier
claims that [m, n] are weaker than [g],
while Hombert's suggests that devising a
place hierarchy may not be such a

straightforward matter as was at first
thought. The apparent contradiction in
data may be the result of intervening
elements such as: (1) poor methodology
and interpretation of data; and (2)
language-specific factors that may have an
over-riding effect on the expected
operation of universal factors normally
governing N-attrition. In order to
distinguish between language-specific
factors, still to be ascertained, and
universal factors, an examination of
developments in languages other than the
small set of languages referred to above
may cast some light on the purportedly
universal nature of N-attrition.

2. NORTHERN ITALIAN

We have examined in detail the
diachronic development of nasal
consonants from Latin to the present day
in a sample of Northern Italian dialects.
While Latin final consonants were lost
after the Classical period, the loss of final
atonic vowels, combined with the rise of
/n/ (< L. Lat. /nj/), resulted in a new set
of permissible final consonants, and a
three-way contrast in final nasals:
/m, n, /, cf. the limited set of examples
in Fig. 1.

Latin balneu | cane fame
Proto-N.I | */bap/ | ¥/kan/ | */fam/
Imolese be:n k&: f&:m
Lughese ba:p k&: f&:m

Bolognese | [ba:n kazn)] fa:m]

Riminese ba;n ke:n] fe:mo]

Bergamese [ [bap ka: fam]
Milanese bap ka: fam
Cairese ban kan] fam
Tavetsch bon cawn] fom]
gloss bath dog hunger

Fig.1: Developments of PNI /*n, *n, *m/,

Despite appearances, loss of
word-final /n/, and related distinctive
vowel nasalization are historical
phenomena in Bolognese and Cairese.
The presence of velar [n] in place of
historical word-final /n/ in Bolognese and
Cairese is a recent development and, for
reasons not given here, is not evidence of
place shift from alveolar to velar, but is
the result of a process of consonantization
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of nasalized glides that developed
subsequent to the deletion of word-final
/n/, cf. Hajek [4, 5).

It is evident that in Northern
Italian dialects, [n] is significantly more
prone to N-attrition than either [m] or [n].
Attrition of final [n] is completely
unknown in our sample, while loss of
final [m] is recorded very sporadically in
Imolese and Lughese. For historical
reasons we can make no conjectures about
the place of [n] along any place of
articulation parameter. However,
developments in Northern Italian indicate
the following order for the other nasals:
n>m>n. The suggested phonetic
explanation for such an ordering in
Northern Italian is based on duration
measurements of nasal consonants in
various Romance languages which
correlate with diachronic developments
concerning N-attrition in Northern Italian:
temporally shorter nasals (i.e. [n]) are
more prone to reduction and loss than
longer nasals (i.e. [m], and in particular
[n]), cf. Hajek [6]. With regard to the
relative ordering of [n] and [m],
developments in Northern Italian support
Foley and Lightner's suggested
parameter.

3. LOWER CROSS

Nineteen languages have been
identified in the Lower Cross group
(Connell [2, 3]), a sub-branch of Benue-
Congo situated in S-E Nigeria. Across
the group, a common inventory of
possible consonants in final (pre-pausal)
position exists: /b d k m nn/. Among
certain languages of the group there is a
strong tendency towards final consonant
attrition, and while this has affected the
different languages to varying degrees,
broadly speaking, the group may be
divided into two camps: those that have
retained and those that are losing final Cs.
While we focus here only on nasals, there
seems to be little difference between oral
and nasal consonants with regard to a
possible place of articulation hierarchy
regarding attrition, though it seems that
oral consonants disappear at a faster rate.
than nasals.

To date only a preliminary
analysis has been conducted; this, though,
is sufficient to determine certain broad

trends. For this, a set of 200 words was
used for comparison across the group.
Table One gives figures for a
representative selection of languages in
the group which reflect the extent of final
N-attrition across the group according to
place of articulation. Figures given are a
count of the number of instances of final
nasals found in the 200-wordlist for each
language.

m n 1

Anaang 24 20 33

Tbibio 20 | 21 | 32
Tbino 18 | 16 | 28
Ebughu 8§ | 7 | 30
Ekit 9 | 5 | 21
Oro 8 | 3 | 24

Table 1: Final-N retention in LC.

These figures show clearly that
[0}, contrary to prediction, is the
'survivor', while both [m] and [n] appear
to go at approximately the same rate (only
Oro does [n] appear tobe going faster than
[m]). It is not surprising, given that the
side-cavity for [m] and [n] are closer in
size to each other than either is to that of
[n], that these two should behave in a
similar manner; however since the
phonetic structure of these consonants
does seem to be playing some role in their
attrition, it is not clear why other
expectations do not obtain. One
hypothesis is that [] is produced with
greater nasal airflow, making it
perceptually stronger. Preliminary
aerometric investigation of Ibibio supports
the claim that [g] is produced with greater
nasal airflow, and this may be the case
across the group.

Further insight into the attrition of
nasals can be gleaned in examining this
phenomenon in LC in other than final
position. The same three nasals occur in
what may be referred to as ambisyllabic
position, and while there is no strong
evidence for complete loss of consonants
differentially across the group, there is a
strong tendency for consonants to weaken
in this position. This weakening is to a
large extent governed by speech rate and
style, with greater reduction apparently
occurring in faster and more casual styles.
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In this ambisyllabic position, however,
the opposite tendency to that of final
position is found; i.e., /i/ reduces more
than either of /m/ or /n/.  Typical

realizations of the latter two in this
position are as tapped stops, [di, ii],
whereas /n/ is often a nasalized
approximant {uf] or may even be deleted.
This we consider to be an articulatory
phenomenon, rather than acoustic; i.e.,
the articulation of /g/, being achieved with
the tongue dorsum, will be more affected
by consonant/vowel coarticulation than
either of /m/ or /n/.

4. CONCLUSIONS

Work reported here has attempted
to clarify some of the phonetic factors that
may be involved in the attrition of nasals.
It is obvious both from previous studies
and from our own work that attempting to
account for this phenomenon simply in
terms of a place of articulation hierarchy
will not work, and that other factors need
also to be considered. Among those
identified in the present work are the
relative durations of the consonants in
question, their position within the word,
and possibly the degree of nasality. Itis
also apparent that where /i disappears
more readily than other nasals, this may
be due to articulatory, rather than
acoustic, considerations. Regarding a
place of articulation hierarchy, once other
considerations, such as the role of
duration in Northern Italian, have been
taken into account, it appears that
differentiating between [m, n] on one
hand, and [g] on the other, is the most that
can be done at this point.
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PHONOLOGICAL STRUCTURE AND
ABSTRACT SPECIFICATION
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ABSTRACT

Much recent work in theoretical phonology
has revolved around issues of representation.
As the structures grow in size and complex-
ity, it becomes increasingly difficult to rep-
resent them and reason about them. In this
article we shall explore techniques from com-
puter science for abstract specification in or-
der to provide a solution to these represen-
tation and reasoning problems. Our starting
point is the assumption that phonological rep-
resentations are simply rather special kinds
of data types. Once this connection has been
noted, techniques for specifying and accessing
data structures can be carried over to phonol-
ogy, with some interesting results. Example
applications to metrical structure and feature
geometry will be provided!.

1 ABSTRACT DATA TYPES

In this section we illustrate how a particu-
lar theory of phonological representation may
be recast as a definftion of a certain class of
dala structures, i.c. as a specification of an
abstract data type®.

Specifications are written in a conventional
format consisting of a declaration of sorts, op-
eration symbols (opns), and equations (egns).
Preceding the equations we list all the vari-
ables (vars) which figure in them. As an il-
lustration, we give below a specification of

! We are grateful to Michael Newton and Jonathan
Calder for their comments on this paper. Our work
is supported by ESPRIT Basic Research Action 3175
(DYANA).

2 For a more thorough definition of these terms, see
[7). There are various systems for the computational
implementation of abstract specifications, e.g. [8,9).

the data type BINARY TREE, where the leaves
are labelled a.
BINARY TREE =

sorts: leaf netree < tree

opns: o : — leaf
{-,-) : tree tree — netree
left _ : netree — tree
right _ : netree — tree
vars: T;,T;:tree

eqns. ltft (TI,Tz) = TI
right (T}, T2) =T

The sorts line lists the three sorts leaf, netree
and tree. The < sign indicates that leaf and
netree are subsorts of tree. Anything of sort
leaf or sort netree is also of sort tree, and
anything of sort tree also has the sort leaf
or netree, but not both. The operation sym-
bol {-,.} (where *_* marks the position of the
operator’s arguments) is a called a construc-
tor: it builds trees out of trees (and indeed
out of leaves and non-empty trees, since op-
erators are defined for all subsorts of eir
domain son), left _ and right _ arc 1as
selectors: they pull trees into their « .., 20t
parts. The equations specify the behaviow. of
the two selectors.

Suppose we now wish to modify the ¢ fini-
tion of binary trees to obtain metrical irces.
These are binary trees where branches asc or-
dered according to whether they are labelled
‘s’ (strong) or ‘w’ (weak). We encode this

3 In general, let o, o', and r be sorts such that
o' < o, let f be an operator of rank ¢ — 1, and let ¢
be a term of sort ¢’. Then f(t) is defined, and is a term
of sort 7. From a semantic point of view, we are saying
that if a function assigns values to members of particular
set X, then it will also assign values o members of
any subset X’ of X. See [5,11] for discussion of this
approach to inheritance,
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information by augmenting the left or right
angle bracket of our {_, ) constructor with ‘s’
according to whether the left or right branch
is considered strong.

A\

w S w

All trees have a distinguished leaf node called
the ‘highest terminal element’, which is con-
nected to the root of the tree by a path of ‘s’
nodes. The specification is as follows:
METRICAL TREE
sorts: leaf,netree < tree
opns: o: — leaf
{s-,-) : tree tree — netree
{-,-)s : tree tree — netree
vars: L :leaf,T;,T; :tree
eqns: hteL=1L
hte (,T;,T2) = hte T
hte (T[,Tz), = hte Tz

The equations state that the highest terminal
element (hte) of a tree is the highest terminal
element of its strong subtree. Another way
of stating this is that the information about
the highest terminal element of a subtree T is
percolated up to its parent node, just in case
T is the ‘s’ brasch of that node.

2 FEATURE GEOMETRY

The particular feature geometry we shall
specify here is based on the articulatory struc-
ture defined in [4]. The five active articula-
tors are grouped into a hierarchical structure
involving a wngue node and an oral node, as
shown in the following diagram.

Toot

glottal velic oral

tongue  labial

dorsal coronal
This structure is specified below. The nine

sorts and the first three operations describe
the desired tree structure, using an approach
which should be familiar by now. However,
in contrast with our previous specifications,
this specification permits temary branching:
the third constructor takes something of sort
glottal and something of sort velic and com-
bines them with something of sort oral to
build an object of sort root.
FEATURE GEOMETRY =
sorts: glottal, velic, dorsal, coronal
labial, tongue,oral, root < gesture
opns: (-,-) : coronal dorsal — tongue
{-,-) : tongue labial — oral
{-,-;-) : glottal velic oral — root
- coronal : tongue — coronal
- dorsal :tongue — dorsal
- tongue :oral — tongue
- labial :oral — labial
- glonal : root — glottal
- velic :root — velic
-oral :root — oral
vars: C :coronal,D : dorsal,T : tongue,
L :labial,G : glottal, V : velic,O : oral
eqns: (C,D) coronal =C
{C,D) dorsal =D
(T,L) tongue =T
(T,L) labial =L
(G,V,0) velic =V
(G,V,0) oral =0
(G,V,0) glonal =G

The selectors (e.g. coronal) occupy most of
the above specification. Notice how each se-
lector mentioned in the opns section appears
again in the egns section. Consider the «« ronal
selector. Its opns specification states that it is
a function defined on objects of sort tongue
which returns something of sort coronal. The

corresponding equation states that (C, D) coronal =

C. Now C has the sort coronal and D has the
sort dorsal. By the definition of the first con-
structor, (C, D) has the sort tongue. Further-
more, by the definition of the coronal sclec-
tor, (C,D) coronal has the sort coronal. So
the equation {C,D) coronal = C respects the
sort definitions.

Selectors can be used to implement structure-
sharing (or re-entrancy). Suppose that two
segments Sy and S, share a voicing specifica-
tion, We can write this as follows: S; glottal =
Sz glottal . This structure sharing is consis-
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tent with one of the main motivating factors
behind autosegmental phonology, namely, the
undesirability of rules such as [a voice] —
[ nasal). The equation S glottal = § velic
is illsorted.

Now we can illustrate the function of se-
lectors in phonological rules. Consider the
case of English regular plural formation (-s),
where the voicing of the suffix segment agrees
with that of the immediately preceding seg-
ment, unless it is a coronal fricative (in which
case there must be an intervening vowel). Sup-
pose we introduce the variables §;,S; : root,
where §; is the stem-final segment and S; is
the suffix. The rule must be able to access the
coronal node of §;. Making use of the selec-
tors, this is simply S;oral tongue coronal (a
notation reminiscent of paths in feature logic,
[10)). The rule must test whether this coronal
node contains a fricative specification. This
necessitates an extension to our specification,
which will now be described.

Browman & Goldstein [4:234ff] define ‘con-
striction degree percolation’, based on what
they call ‘tube geometry’. The vocal tract can
be viewed as an interconnected set of tubes,
and the articulators correspond to valves which
have a number of settings ranging from fully
open 10 fully closed. These settings will be
called constriction degrees (CDs), where fully
closed is the reaximal constriction ard fully
open is the minimal conswiczion,

Velurs

8

Lips  Tip Body

The net constriction degree of the oral cav-
ity may be expressed as the maximum of the
constriction degrees of the lips, tongue tip and
tongue body. The net constriction degree of
the oral and nasal cavities together is simply
the minimum of the two component constric-
tion degrees. To recast this in the present
framework we employ our notion of perco-
lation again. In order to simplify exposition,
the definition of max and min are omitted,
Moreover, we will also assume, without giv-

ing details, that a ‘constriction degree’ (cp)
value is specified for every gesture and is se-
lected by the operator ¢d .
CD = FEATURE GEOMETRY +
sorts: obs,open < cd
clo,crit < obs
narrow, mid, wide < open
opns: _cd :gesture — cd
max,min : cd ¢d — cd
vars: C:coronal,D : dorsal,T : tongue,

L : labial,G : glottal, V : velic, 0 : oral

egns: (G,V,0)cd =
max(G cd ,min(V cd ,0 cd )
(T,L) cd =max(T cd ,L cd)
(C,D) cd =max(C cd ,Dcd)

There are five basic constriction degrees (clo,
crit, narrow, mid, and wide), and these are
grouped into two sorts obs and open.

Using the above extension, the condition
on the English voicing assimilation rule could
be expressed as follows*, where Crit : crit;

Sj oral tongue coronal cd # crit

If this condition is met, the effect of the rule
would be:

S; glottal cd =S, glottal cd

This is how we say that S; and S, have the
same voicing.
Now the manner features can be expressed as
follows (omitting strident and lateral).
MANNER FEATURES = CD
opns: + _: — bool
- -: — bool
son _ :root — bool
cont _:root — bool
cons _: root — bool
nas . : root — bool
vars: R :root,G : glottal,V : velic,O : oral
Open : open, 0bs : obs, Clo : clo
eqns: son R = + iff R ¢d = Open
cont (G,V,0) = - iff O cd =Ch
cons (G,V,0) = — iff O cd = Obs
nas (G,V,0) = —
ifVed = Openand O cd = Obs

* A proviso is necessary here, Just because there
is a critical CD at the tongue tip does not mean that a
fricative is being produced. For example, the lips might
be closed. We can get around this problem with the use
of CD percolation (as already defined) and the equation
Sjoral = crit. Further discussion of this option may
be fourd in [2].
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It follows directly from the above definitions
that the collection of noncontinuants is a sub-
set of the set of consonants (since clo < obs).
Similarly, the collection of nasals is a sub-
set of the set of consonants. Note also that
these definitions permit manner specification
independently of place specification, which is
often important in phonological description.

3 CONCLUSIONS

We began this article by pointing out the
difficulty of defining and using complex phono-
logical structures. In addressing this problem
we have used a strategy from computer sci-
ence known as abstract specification. We be-
lieve this brings us a step further towards our
goal of developing a computational phonol-
ogy.

This approach contrasts with the finite state
approach to computational phonology [1,6].
Finite state grammars have employed a rigid
format for expressing phonological informa-
tion, and have not hitherto been able to repre-
sent the complex hierarchical structures that
phonologists are interested in. Our approach
has been to view phonological structures as
abstract data types, and to obtain a rich variety
of methods for structuring those objects and
for expressing constraints on their behaviour.

We have briefly examined the idea that data
can be structred in terms of sorts and op-
erations on fictas of specific sorts. We also
explored the organization of data ito a hier-
archy of classes and subclasses, where data
at one level in the hierarchy inherits all the
attributes of data higher up in the hierarchy.
Inheritance hierarchies provide a succinct and
attractive method for expressing a wide va-
riety of linguistic generalizations. A useful
extension would be to incorporate default in-
heritance into this system.

Further exploration of these proposals, we be-
lieve, will ultimately enable the mechanical
testing of predictions made by phonological
systems and the incorporation of phonolog-
ical components into existing computational
grammars.
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ADJUNCTION IN SYLLABLE STRUCTURE

David Michaels
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ABSTRACT
When strings ot phonological seg-
ments are organized into syllable
structures, diverse phonological
processes fall together as
adjunctions of syliable-free seg-
ments to syllabified segments.

In French a sequence of
vowel and nasal consonant
contract to a nasalized vowel
before a consonant (ia), but not
before a vowel (ib).

(1) a. bon gargon
b. bon ami

Also, obstruents delete before
consonants (2a), but not before
vowels (2b),

(2) a. petit gargon
b. petit ami

Both nasalization and deletion
occur as well before a strong
boundary (utterance finally, for
example). But neither nasal-
ization nor consonant deletion
occur before a feminine ending as
in (3a,b), which has the effect
of an overt vowel in this con-
text, though it is not pro-
nounced.

(3) a. bonne fille
b. petite fille

Nasalization in (1a) is
consistent with an analysis of
French as a CV language where
only consonant positions pre-

ceding vowels are licensed.
Sonorant consonants like n,
however, when syllable-free (in a
CVN sequence, for example, where
only C and V occupy licensed syl-
lable structure positions),
adjoin to the preceding vowel
position, giving a nasalized
vowel. In (1b), on the other
hand, there is a vowel following
n which licenses it as onset.
Since onsets are obligatory,
adjunction to the preceding vowel
ig ruled out. In (2a), t, an
obstruent, followed by a con-
sonant g deletes since to be
phonetically interpreted it must
be licensed by a following vowel,
as it is in (2b). Obstruents,
unlike sonorants, cannot adjoin
to a preceding vowel. In (3a,b)
the feminine ending serves as the
licenser ot the preceding con-
sonant. Thus, consonant licens-
ing is effected by an overt vowel
or by a grammatical entity like
the teminine ending which may be
phonetically empty.

in the above account, con-
sonant licensing is determined by
syllable structure. | assume
every syllable 1s headed by a
vowel and every consonant must be
incorporated into a syllable,
that 1s, licensed by a vowel.
Typical syllable structures are
{llustrated in (4), where V° is
the nucleus, V! the rhyme which
optionally dominates a C-category
(coda), and V! the syllable
category, which obligatorily
dominates a C-category (onget).
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(4) a. v?
/
/7t
L)
c vec
b. v?
/
AR
11
¢ Ve
In the unmarked case, a
vowel in French licenses con-
sonants in onset position only as
in (4b). This property of French
syllables is consistent with
nasalization and deletion phenom-
ena such as those illustrated in
(1-3). In particular, nasaliz-
ation is analyzable as the
adjunction of the nasal consonant
to the preceding vowel position
in the case where there is no
folliowing vowel to license it as
onset. Deletion of obstruents in
the same context follows from
their not being licensed as
onsets to a following vowel and
their inability to adjoin to a
preceding vowel. Thus, nasaliz-
ation i{s represented as the
adjunction of a syllable free
nasal segment as in (5a) to a
syliable nucleus position as in
(Sb).

(5) a, vz

~

O ™

~
P - S g
N ©
z

o

— ~
S =

© -

N

Adjunction creates a new
category, identical to the one
which dominates the vowel, which
now dominates both the vowel and
the nasal, that is, a new syl-
lable nucleus which is a
nasalized vowel.

A salient fact about the
analysis outlined above is that
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it requires no language
particular rules, The theory of
syllable structure, where vowels
project syllables and consonants
must be in positions iicensed by
vowels, is assumed to be univers-
al. The fact that languages '
divide up into CV and CVC types
is a general parametric division
established for each language on
readily available data. The CV
type language appears to be the
unmarked case. Thus, for
example, the child would need
evidence that vowels licensed
following consonants to set the
CVC parameter for his language.
The kind of evidence that is
salient for this setting would
include geminate clusters ot con-
sonants, which by definition
require that one be coda, the
other onset of separate syl-
lables.

The only rule that is
required by the analysis is a
general (presumably, universal)
adjunction rule. That is, a rule
which says adjoin anything to
anything else within the limits
set by the inherent categories of
segments and the universal
principles of syllable structure.
By definition adjunction does not
create new syllable structure
positions, It merges a syl-
lable-free segment into an
already established position,
Thus, adjunction is structure
preserving, The limits set by
the inherent properties of
segments seem to be general
compatibility limits. Thus, a
nasal consonant i{s not
incompatible with a sylliable
nucleus position through adjunc-
tion, but an obstruent is
generally incompatible with a
vowel nucleus position under the
same circumstances. In
traditional terms, a nonvocalic
segment cannot be adjoined to a
vocalic segment, and vice versa.

Japanese 1s also a CV lang-
uvage. However, in Japanese, sge-
quences of two consonants across
a syllable boundary are allowed
under quite specific conditions.



These conditions are illustrated
in the following verb forms.

(6) Present Past

a. taberu tabeta
b. wakaru wakatta
c. yomu yonda
d. yobu yonda
e, toku toita
f. togu toida

g hanasu hanasita

In the past forms (6b,c,d) there
are sequences of two consonants
(tt, nd, nd). In each case the
features for place, voice and
continuance form a kind of long
component across the sequence.

in addition, if the tirst con-
gonant is voiced, it is also
nasal. In (6a), the stem is tabe
and the endings are ru in the
present and ta in the past. In
the past tense, the remaining
examples show ta or its volced
alternate da. In the present the
r of the ending seems to merge
into the final consonant of the
stem to which it is attached.
Thus, in the present tense cases
(6b) through (6g), the final con-
sonant of the stem surfaces
before the residual u ending. |In
(Ge,f), in the past, stem final k
and g are lost and the vowel {
emerges in their place. In (6g),
in the past, the vowel | emerges
atter the stem final consonant
and palatalizes it.

1 assume that in (6a) the
basic forms of the present and
past tense suffixes surface
following a vowel final stem,
Thus we get the analysis in (7).

(7) tabe+ru, tabe+ta

The tabe- case illustrates the
basic CV pattern of Japanese
where every vowel licenses a
single consonant to its left as
onset. It is where this pattern
is perturbed in the remaining
examples of (6) that rather
complex adjustments in segmental
structure come into play., The
perturbation is caused when con-
sonant initial suffixes are added

to consonant final stems creating
a sequence C,, C2 with no
intervening vowel. In the case
of the present tense suffix, the
r appears to merge completely
with the final consonant of the
stem which precedes it. Assume
that r in this case is a
maximally unmarked liquid, a kind
of archisegment R such that it is
nondistinct from any other con-
sonant and that this accounts for
its chameleon like nature. Then,
it the final consonant of the
stem is syllable free and adjoins
to R in the position licensed by
the following vowel, we get the
analyses in (8).

(8) b. wakartRu wakaru

¢. yom+Ru yomu
d. yobtRu yobu
e. tok+Ru toku
f. togtRu togu

g. hanas+Ru hanasu

In the past tense, the examples
in (6e,f,g) suggest that the
suffix ig -ita. In (6g), the
stem final s is syllable free and
adjoins to the initial { of the
suffix which palatatizes it. In
(6e,t), the stem final velar con-
sonant is syllable free and
adjoins aiso to the initial i of
the suffix. In these cases,
however, we get velar elision, a
not uncommon result of the
adjunction of a velar consonant
to a high, front vowel. For
example, in Kasem, also a CV type
language, nouns suffixed by a are
singular, by { are plural as in
bakada, bakadi. In stems that
end in a velar consonant such as
dig-, the velar is preserved in
the singular before a (diga), but
lost in the plural before { (di,
from intermediate di+i).

In the remaining cases of
the past tense in Japanese illus-
trated Iin (6a,b,c,d), the { of
the suftix deletes. Where the
stem is vowel final as in (6a),
suffix 1 must adjoin to it since
it has no onset. Since, | is
nondistinct from the stem final
vowel, it must be a relatively
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unmarked vowel. Where the stem
ends in a consonant as in
(6b,c,d?, the suffix { deletes
and the final stem consonant
assimilates for place to the t of
the suffix. In addition if the
stem final consonant is voiced it
voices the suffix t and is itself
realized as a nasal.

The interesting tact about
these last cases is that Japanese
allows the CVC structure just
where the coda C has an identity
relation with the following
onset. The identity relation
appears to involve the agreement
of voice, continuance and place,
the long component mentioned
above. The intervening 1 is
retained in the (6e.f,g) cases
because the velars in (6e.f) do
not agree with the following
dental for place and the s in
(6g) does not agree with the
following stop for continuance.
If this agreement pattern
represents a kind of adjunction

ot the stem final, syllable-free
segment to the licensed suffix
initial consonant, then we have
the suggestion of an explanation
for this interesting array of
assimilations and deletions. The
suffix initial i appears to be a
defective vowel which will delete
wherever it can (or alternative-
ly, an epenthetic vowel which is
{nserted only where it must be).
The conditions surrounding the
deletion of i are linked to the
possible adjunction of the con-
sonants which surround it. Where
the adjunction is possible
because the consonants are
compatible with respect to voice,
place and continuance, then i can
delete. Where they are not com-
patible, i cannot delete.
Alternatively, in an epenthesis
analysis, i is inserted where the
stem final consonant cannot
adjoin to the suffix initial con-
sonant becuase of an
incompatibility.
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SOME PHONETIC BASES FOR T
RELATIVE MALLEABILITY OF SYLLABl}.,PI:E-FINAL
VERSUS SYLLABLE-INITIAL CONSONANTS

S. Y. Manuel

Communica.tion Disorders and Sciences
Wayne State University, Detroit, Michigan USA

ABSTRACT
Syllable-final consonants seem to be
more susceptible to assimilation and
deletion than are syllable-initial
consonants. We are using instrumental
data to augment earlier claims about the
phonetic bases of such asymmetries.

L. INTRODUCTION

It is often noted that syllable-final
consonants are more malleable (subject
to deletion, lenition and assimilation)
than syllable-initial consonants [1,3). If
speech sounds weren't made by a real
mouth, then V-C sounds might be
murror images of C-V sounds, and there
would be ‘no phonetic bases for such
asymmetric phonological behaviors.
However, speech sounds are produced
by real vocal tracts, and there are
certain asymmetries in the acoustics of
movements into and out of consonant
closures, .as outlined by Ohala and
Kawasak} [8]. Some of these
asymmetries are simply due to the way
aerodynamic forces change over time
given symmetric movement into and
out of consonant closure. Other
acoustic asymmetries may be due to the
relative timing of oral vs. velar and/or
glottal‘ gestures, differences which
result in different overall vocal tract
shapes at closure implosion versus
closure release. Importantly, these
asymmetries are such that various
features of consonants should be more
salient at releases than at implosions.

Herg we compare some of the
acoustic characteristics of particular
consonants, in order to determine
possible sources for certain phono-
logical asymmetries. Thus, we are

118

following John Ohala and others
[2,4,5,7,8,10,11] who have sought to
find, in the architecture and acoustics of
the vocal tract, explication of (at least
some) phonological behaviors.

2. SYLLABLE-INITIAL VERSUS
SYLLABLE--FINAL STOP
CONSONANTS

2.1 Syllable-initial stop consonants
During the closure interval of an oral
Stop consonant, air pressure builds up in
the oral cavity as air flows through the
glottis into the mouth. At the release of
the stop, a brief burst occurs at the oral
constriction. This noise source, which
has an abrupt onset, has cue value for
manner feature - generally it is absent in
sonorant consonants and it does not
have an abrupt onset for fricatives. The
burst is filtered by the cavity in front of
the constriction, and consequently its
spectrum varies as a function of the
plac; of constriction. As the oral cavity
continues to open, the primary acoustic
source switches to the larynx. This
laryngeal source is also filtered by the
changing oral tract shape, producing
consonant-to-vowel formant transitions.
Since the formant transitions reflect the
changing oral tract configuration from
the constriction to the following vowel,
they too are strong cues as to the place
at which the oral constriction was made.
The rate of the transitions, determined
by the rate of the articulatory
movements, is a further cue to manner,
as stop-vowel movements are much
more rapid than glide-vowel
movements [6].
If the vocal folds are sufficiently ad-
ductec} at the release of the oral
constriction, the vocal folds will vibrate

immediately following the release and
the laryngeal source will be periodic. If
the glottis is appreciably open at the
moment of oral release, the laryngeal
source will be aspiration noise until the
vocal folds have adducted sufficiently
to permit glottal vibration. The acoustic
correlates of aspiration and the way in
which this source couples with the oral
tract has the consequence that the first
formant is very weak in amplitude, and
the upper formants are noise-excited
[9]. These differences in source
characteristics show up in the formant
transitions, and the transitions at the
release of a stop consonant are cues to
the voicing feature for the consonant.
Thus syllable-initial consonants have
rich information in that (1) bursts
provide a good source of information
for manner and place and (2) formant
transitions provide a good source of
information for manner, place, and
voicing.
2.2 Syllable-final stop consonants
On the other hand, the acoustic conse-
quences of movement from a vowel info
a stop consonant constriction are less
rich. As the talker moves from a vowel
into a consonant, in most cases there is
little or no noise generation, but
formant transitions are observable as
long as the glottal source continues
during the movement into the
constriction. However, unlike releases
of consonants into vowels, movement
from vowels into consonants does not
entail a burst. As noted above, the burst
at a C-V release is due to pressure
buildup in the mouth, but this pressure
buildup occurs precisely because the
oral tract is closed during the
consonant, and therefore is not relevant
to the movement info the constriction.
In syllable-final position, manner
distinction between the glides and stops
may not be as well maintained as it is
in syllable-initial position, since there
seems to be a tendency for gestures to
diminish at end of syllables {5].

2.2.1 Implementing voicing distinctions for
syllable-final stops may put place
distinctions at risk.

If fully voiced, the transitions from a

vowel into a stop closure provide little

information about voicing of the
consonant, since they should be
identical for both voiced and voiceless

consonants. If these consonants are
unreleased (as they often are when
utterance-final or when followed by
another consonant), then how are
voicing distinctions maintained?
Languages use several strategies,
including cutting off voicing very near
oral closure for voiceless stops by:

« opening the glottis, or

« constricting the glottis (making a

glottal stop)

If timed to occur by the time oral
closure is achieved, either of these
devoicing gestures would aid in
preventing vocal fold during the
beginning of the oral closure period.

In English, it is quite common to
achieve devoicing for syllable-final
voiceless stops by making a glottal stop
very close to oral implosion [3]. Note
that if this glottal stop is timed too late
with respect to oral closure, then it
won't serve to distinguish voiced and
voiceless stops, since at the moment of
oral implosion the vocal folds would
still be in a configuration suitable for
vibration. To ensure devoicing, a
better strategy would be to error on the
side of making the glottal stop relatively
early.

However, if the glottal stop is timed
too early with respect to oral closure,
the formants won't be excited during
the V-C closing movement.  This in
turn would result in loss of place
information. Eventually speakers may
not bother to make the oral gesture at
all, and this presumably explains the
development of dialects that have
glottal stops instead of oral stops in
final position.

Figures la-c show acoustic data from
a study [7] which used simultaneous
electropalatographic (EPG) recordings,
fiberoptic views of the larynx, and
acoustic recordings, to illustrate this
point. In each of the figures is shown
the F1 movements toward the end of an

- English word that phonologically ends

in /t/. What we are interested in is
whether or not F1 falls toward the end
of the vowel which precedes the /t/, as
F1 fall is an acoustic consequence of
oral closure (F1 fall can clearly be seen
in the reference word that ends in /d/).
The data in Figure la are from a
speaker who heavily glottalized his /t/,
but who actually made an alveolar
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closure at about the acoustic end of the
vowel, as evidenced by our EPG data.
Acoustic evidence of the oral closure
can be seen in the F1 fall.

In contrast, Figure 1b shows the same
speaker’s production of a /t/ in absolute
utterance-final position. EPG data
indicated that while the speaker did
make an alveolar closure, he made it
very late with respect to the end of the
vowel. Fiber-optic data indicate that in
this case devoicing was achieved with a
glottal stop. As can be seen by the slight
fall in F1, there is some acoustic
evidence that at the end of the vowel the
speaker is beginning to make an oral
constriction.

Figure 1c shows data from a different
speaker. The EPG signal indicated that
this speaker did not make an oral
constriction for the /t/ in the target
utterance. Rather, the vowel was
terminated solely by making a strong
glottal stop. And, we see very little fall
in F1, which is expected since the
speaker in fact did not make an oral
closure (there may or may not have
been some residual of a weakened oral
closing gesture, one that did not result
in apico-alveolar closure).

a. ... |b.
700 P “pat"

Hx

300. / "‘;’\\

“pad” "pad”

T =60 0 =60 0
ms from end of vowel Ms from end of vowel

“pat” ~e
700

F53

/
"pad®
C.

-60 0
ms from end of vowsl

300

Figure 2a-. Acoustic evidence of presence or
absence of oral closure prior to cessation of
vocal fold vibration.

3. SYLLABLE-INITIAL VERSUS
SYLLABLE-FINAL NASAL
CONSONANTS

During the oral closure period of a
nasal consonant, the mouth is closed
and the velum is lowered, with the
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acoustic consequence that much of the
sound is filtered and propagated
through the nasal cavities. When the
oral occlusion is released, there is a
sudden increase in the amount of energy
in the sound as the principal sound
output switches to the mouth opening.
This increase is especially marked in
the F2 region for labial and alveolar
consonants, since the nasal murmur
tends to have weak energy in this
region. Conversely, with the velum
down, oral implosion will result in a
sudden decrease in the amplitude in the
F2 region. This sudden change in F2 is
a cue to the implosion or release of the
consonant, and the F2 frequency
indicates the place of articulation for the
consonant.

The amount by which the amplitude
of the F2 peak changes as a function of
opening or closing the oral cavity is
expected to be dependent on the degree
to which the velum is lowered [10]. If
the velum is very low, then a high
percentage of the energy will go
through the nose, regardless of whether
or not there is a change in the oral
constriction, and the resulting change in
the amplitude of F2 will be relatively
small as the oral constriction is made or
released. However, if the velar-
pharyngeal opening is somewhat
smaller, then the sudden change in the
oral constriction will have a very large
effect. Thus the consonant/noncon-
sonant (oral constriction vs. no oral
constriction) distinction is most clearly
{naintained when the velum is not too
ow.

Several studies [e.g. 11] suggest that
the velum is generally lower at the time
the oral constriction is being made for a
syllable-final nasal consonant than it is
at the time oral constriction is released
for a syllable-initial consonant. Thus
we might expect that going into a
syllable-final nasal consonant there is
less of a V-C demarcation than the C-V
demarcation we get when moving from
a nasal consonant into a vowel. If this
is the case, then syllable-final nasals
might be expected to delete more often
than syllable-initial nasals, since they
would be less salient to listeners.

An example is shown in Figures 2a
and 2b. Figure 2a shows smoothed
spectra for the 30 ms periods preceding



(solid line) and following (dashed line)
the nasal release of {m] in [#mlIb#].
There is a 21 dB increase in the F2
region from the spectrum of the nasal
murmur to the spectrum of the vowel.

Figure 2b shows spectra for the
periods preceding (dashed line) and
following (solid line) the oral implosion
for the [m] in [#bIm#]. Here there is
only a 14 dB difference between the
vowel and the consonant, in the F2
region. We have observed similar
patterns for a number of utterances and
speakers. We are proceeding to quantify
these differences, and crucially, we will
be looking at the acoustic signal of
utterances for which there is
accompanying velotrace [5] date to
indicate velum height.

Q.
5_-5-: AN
LN/ >~
) ¥“\//\p N
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- =~
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Figure 2a-b. Spectra before and after /m/
closure and release. Arrows point to F2 region.

4.SUMMARY

These are just a few of the differences
between the acoustic consequences of
making and releasing consonant
constrictions. As we have seen, some
differences, such as the presence or
absent of a burst, are simply due to
physics. Other asymmetries are due to
the ways in which velar or glottal
gestures are used to implement the
features voicing and manner. Imple-
mentation of these features may involve
different or differently timed gestures,
depending on syllable position. These
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articulatory asymmetries can put at risk
the saliency of certain other features,
particularly in syllable-final position.
Listeners may not hear, for example,
that a speaker has actually made a
consonant closure, or a closure at a
particular place. These listeners might
reasonably assume that a consonant was
not made (deletion), or that it was made
at some place other than what the
articulatory facts would have revealed
(assimilation). When those listeners take
their turn at speaking, they may
articulate in the way they assume other
speakers do - omitting, weakening, or
assimilating syllable-final oral gestures.
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L'IRTERPRETATION PHONOLOGIQUE DES SEGMENTS
DIPHTONGOIDES

T.Tchalakova

-Institut pédagogique supérieur
Choumen, Bulgarie

The study shows that in the
basis of biphonemic identi=-
fication of the glide seg-
ments Wi, W& for Bulga-
rian and Russian speakers
1s the use of different
acoustic and linguistic fac-
tors arranged in graduation
respectively.

Zones of similarity and
identification for Bulga=
rian and Russian speakers
are determined.

I.LE BUT principal de cette
communication est la décou-~
verte d'opérations appli-
cables lors d'une interpré-

ont été utilisées comme
matériel pour l'analyse
acoustique et perceptive.
Un annonceur (speaker)russe
qui posséde les normes pro-
nonciatives actuelles.les
syllabes ont été évaluées
par des Bulgares et des
Russes - 20 auditeurs de
chaque langue par groupe.
Les données regues ont été
traitées par la méthode de
ltanalyse dispersionnelle.
3.1.Un travail préalable
montre gque les Bulgares
marquent le son vocal I&/I
dans la syllabe - L&/ comme

tation phonologique des seg- IBI,A&V,AH?,A&ZW.La frag=-

ments diphtongoldesiHl, W&
des locuteurs russes et bul-
gares,ainsl que la détermi-
nation des paramétres acous-
tiques principaux pour leur
identification biphonémique,
2. MATERIEL et méthodologie
de la recherche.

Des syllabes du type IHI,
W ,1s01ées des mots ,
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mentation de IS4 en deux
segmenis est probablement
déterminée par une identi-
fication du segment transi-

"toire de I6/I au son vocal

18I dans la langue bulgare,
tandis que son segment en
IiI est identifié respec-
tivement avec I ou I&I.

Dans 75 - 85% des cas les

syllabes du type I(Md sont
déterminées par les Bulgar-
es comme trisegmentalres.
3,2,1%analyse dispersion -~ ' -
nelle des ensembles & un
facteur - pour les indices
qualitatifs /2/,présente

la possibilité de fixer le
poids de chacun des fac=-
teurs linguistiques /3/qui
influencent les variations
de la valeur des segments
de la parole /tableaum I/,

Le poids des facteurs momtre
que les paramdtres acous- '
tiques principaux fixant
1'identification’ biphodz - §
mique des segments diphion-(
goYdes chez les Bulgares ;
sout 1'intervelle PII sta-,
tionnaire - FII initial
/AFI1/,ainsil que la 1onguenx
des segments diphtonEs¥ies - | 3
I ou INE /8/,le rapport

du secteur transitoire et dJ
secteur en IiI est d'une vaJ
leur trés proche /ta%leln I}

e ]
Tableau I,LE POIDS DES FACTEURS 42;47 BT DES RA!GS K«  ]
LES FACTEURS LINGUISTIQUES Bulgfres Rugsoy'
e R pe R
Qualité du consonnant suivant . I0,4% 6 . 4% 5
/palatalisé- non-palatalisé/ :
Présence - absence de [ 9% 5 . 27%. 6.
Qualité du consonnant précédant 4% I 0,9% 4
/labial - non-labial/ '
Début - fin du mot 6,6% 4 0,3% 2,5
Syllabe accentuée~non-accent. 4,6% 3 0,3% 2,5
Quantité des syllabes dans le mot 4,5% 2 2,5% 3
=z % 39,0% . 35% o]
Quantité des facteurs principaux 6 6
. 2
LES PACTEURS ACCQUSTIQUES 0:: R ﬂx R
La dimension (grandeur) FII 20% 2. . 5% I
La longueur du segment diphtong. 28% 3 IO% 2
a/longueur du secteur transitoire/ 26% ' % i
b/longueur du segment em Iil 23% S0% T T i
La dimension FII - final % I I™% 3
Z Nz Toox  s9% |
Quantité des facteurs principaux 5 : j
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Si nous prenons l'espace
bidimensionhel entre l'axe
des abscisses - x /s ms/ et
1'axe des ordonnées y/AFI1
Hz/,nous notons que plus de
60% de la valeur biphoné-
mique se localise dansAFII2
500 Hz et s 80ms /fig.I/.
Dans des paramétres inféri-
eurs a ceux cités ci-dessus,
mais pas en-dessous de
AFII=450 Hz et sz40 ms,
la valeur varie de I5 a 55%
et dépend sans doute aussi
de la capacité de 1l'toule
dtidentifier les deux seg-
ments - le segment transi-
toire et le segment en Iil
- /1/.

H
i

1ood
o)
%3
4o
w

oW i o

Fig.I.Valeur biphonémique

du segment diphtongolde

PI 0-1I5%,P2 20-55%,P3 60-85%
I3 il faut noter que dans
1tétendue P3 se trouvent des
réalisations de syllabes/C8{/
ainsi que des réalisations

de syllabes AW,
3,3,1a fixation du son IXI

par les auditeurs russes
dans les syllabes isolées
ICHI-de 5 & 40%,est obser-
vée uniquement dans des cas
isolés,en position devant
des consonnes palatalisées
et en fin du mot. Dans les
syllabes YHA la valeur va-
rie de 25 2 95%.Comme le
bruit produit par /44 dans
ces syllabes est trés faib-
le et enrégistré sur un

. spectrogramme seulement

dans l'une des réalisations
des syllabes IZ@i,il est
évident que les Russes em-
ploient aussi dtautres pa-
ramétres acoustiques trés
importants.Prenant en vue

le poids des facteurs line :
guistiques,nous pouvons sup-
poser qutune information
pour la présence ou l'absen-
ce de Id& est comprise dans
la nature de la liaison
intersyllabique,plus préci-
sément le niveau de FII dans
le deuxitme secteur transi-
toire est informationnel.
L'analyse dispersionnelle
des facteurs acoustiques a
montré que FII-fin, exerce
la plus grande influence sur
1thiérarchie des autres fac-
teurs.Sur la figure 2 est
marquée la valeur biphoné-
mique des segments diphton-
goldes par les Russes dans
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les coordonnées x~-/longueur

du segment dipht.en ms/,
y-/niveau en Hz de FII-fin/

(b
] [

Hz

- ¥0 83 40 160 120 f4p

Fig.2.Valeur biphonémique
du segment diphtongolde
PI=0-15%,P2=20~55%,P3=260-95%
L'évaluation des syllabes a
2 segments commence dés
PFII-fin 22250Hz et s=45ms;
dans cette étendue se si-
tuent les réalisations de
Hbtfet delid également.
Comme bisegmentaires d'une
plus grande certitude/éten-
due P3/ sont marquées ces
réalisations des syllabes
Lotd qui se caractérisent
avec FII fin, 22600 Hz et
s> 80 ms. -

Il staveére que pour la per-
ception de /A par les
Russes,lors de l'absence

ou de la faible réalisation
du bruit de /4,1l est né-
cessaire que la valeur fi-
nale de FII soit égale ou
Plus grande que FII-stat.,
tandis que la longueur du
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secteur en Iil soit suffi-
sante /tableau I/.

4, Sur la base de ces don-
nées peuvent 8tre faits les
ralsonnements suivantss:

Pour les locuteurs des deux
langues,certains facteurs
linguistiques et acoustiques
sont trés importants,en dé-
terminant la segmentation

du courant sonore et en for-
mant des rangs d'une grada-
tion différente,Il est pos-
sible dtétablir ainsi les
différences dans les opéra~
tions que les Bulgares et
les Russes exécutent au ni-
veau syllabique.Ces facteurs
marquent la zone de ressem-
blance et la zone dtidenti~
fication des segments diph~
tongoTdes L4/, /M pour

les locuteurs des deux
langues,
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LENITION PROCESSES AND
‘GLOBAL PROGRAMMING PRINCIPLE’

T. Szende

Linguistics Institute, Budapest, Hungary.

ABSTRACT

A general abstract principle referred to
as the ‘global programming’ is consid-
ered which universally governs (i) leni-
tion processes, (ii) slips of the tongue,
and (iii) child language restrictions turn-
ing their underlying PRs into defective
realizations. GPP claims: defective re-
alizations come about due to the distor-
tions of the (next-to-phonetic) phone-
mic representations (i) by replacing a
fine-controlled scaling in the speech
production by an overgeneralized plan
or (ii) by eliminating constituents the
phonological system of a language is
made up of. These processes, (i)rule
restriction and (ii) elimination of con-
stituents result in narrowing the infor-
mation space in which an underlying
PR is posited.

It is the purpose of this paper,
(i) to give a general account of (a
polynomial word-level) ‘phonological
representation’ considerably different
from that as conceived of by post-SPE
phonologies. Second, (ii) to argue that
the multidimensional interrelationship
existing between a low-level PR and a
(next-to-phonemic) phonetic represen-
tation may be best described in terms
of what I call the Global Programming
Principle. Finally, (iii) to show, and to
exemplify on Hungarian, what kind of
consequences the GP hypothesis might
have on our conception of rules and rule
domains.

(1) Word-level phonological repre-
sentations (PRs) are taken to be strat-
ified abstract objects. One and the
same representation may assume var-
ious forms at the different levels of
abstraction, depending on the actual

perspective taken. As I exemplified on
a Hungarian word form (ldssa ‘see’
Imp1PSg, cf. [14], 132) submitting it to
analyses (= segmentations and struc-
tural parsings) of varying depth both in
a syntactico-morphophonological and
a phonemic perspective, we get differ-
ent, but equally valid, results in terms
of the set of primitives as well as their
arrangement. In this instance the strat-
ified PR includes following layers:

a./la:ffa/
b. [/ #la:t#/-v- [#i#]-ms - [#i(ae)#/p
c. [f|#1atVback# | =]/ #sV#/-

-/# C(a e)#///

(Needless to say, (a), (b), and (c) are to
be considered as partially independent
abstract forms; they do by no means
appear to be the variants of one and the
same basic word form.) The different
results we get will be interrelated and
derivable from one another.

In the example, above, (b) is re-
lated to (augl via morpheme structure
rules and phonological‘rules; the same
obtains for (c) and (b) with the pro-
viso that this relation may involve non-
productive morpheme structure rules
and phonological rules (along with pro-

- ductive ones). Whereas (c) obviously

has no role in speech production, i.e.
it is ‘extra-conscious’ with respect to
both speaker and listener, (b) is an ac-
tive component of the speaker’s men-
tal processes at a ‘pre-conscious’ (vor-
bewusst) level, i.e. as a piece of uncon-
scious knowledge that can be elevated
to a conscious status and, as such, it
may acquire surface realization in spe-
cial communicative situations (e.g. in
spelling).
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The level of (a) of PRs gener-
ally, and in the above example /la:[[a/
for ldssa, must be invariant, i.e. dis-
crete and of a constant form, whereas
the corresponding word form in actual
speech production is not. A set of inter-
face rules must therefore be assumed to
mediate between PRs and implementa-
tions. In particular, I will assume that
two types of interface rules, viz. ‘level-
ling’ rules and ‘gestalt’ rules, will oper-
ate on phonological base forms.

‘Levelling’ rules will effect trans-
formations like [la:ffa/ = la:f:a
(where = indicates level shift, and
the omission of / / is meant to re-
flect the fact that the form right of
the arrow is neither phonological nor
phonetic: rather, as a realizational pro-
gram, it is an independent category
constituting an intermediate level be-
tween those two). So we here will have
to accept the assumption that mor-
phemes are psychologically real, even
if we cannot actually specify to what
extent linguistic elements can be taken
to be isomorphic with psychological
facts (cf., e.g. {5], 10-12). In the above
example, levelling rules turn a type
(a) pre-implementational, intermediate
phonological representation into the
corresponding next-to-phonemic pho-
netic representation by removing the
morpheme boundary feature from be-
tween /t/+/j/ and replacing /ff/ by

: via a pronunciation subroutine, in
a way corresponding to the mechanism
involved in the notion of Kiparsky’s [4]
Bracket Erasure.

(it) However, the form ldssa —
la:f:a will also undergo further opera-
tions, including the relativization of the
E—long] component of /a:/. This follows

om one of the gestalt rules — that of
temporal organization —, a set of rules
whose common property is that they al-
ways involve a portion of an utterance
as a whole. A correspondence like /a:/ -
[a] or [a], in fact, cannot be interpreted
in terms of isolated segments if we wish
to maintain the criterion of biunique-
ness. The motivation for a derivation
jay] — [a.]~[auilr can only be found in
the structural effect of a word form as
a whole, in the present case most im-
mediately in the architecture - V:C:-, in
particular, the occurrence of [: after a:,
i.e. a (temporal) foot organization fac-

tor. The main properties of gestalt rules
(omitting details) are as follows. (ii/a)
Gestalt rules determine the utterance
unit in speech production in a global
way. This is unambiguously shown, in
terms of my own experimental results,
by ‘sequence reduction’ and ‘sequence
size truncation’. Another type of evi-
dence comes from the stage of a child’s
first language acquisition where non-
adult, “crude” programming with re-
spect to a given word form results in
a disorderly arrangement of the artic-
ulatory components involved, one that
does not match the order imposed by
the phonological base form. For in-
stance, Smith’s [10] data include squat
surfacing as {gap|, queen as [gi:m], etc.
by transposition of the bilabial compo-
nent (cf. also [17], 411). (ii/b) The units
undergoing gestalt rules may be of vari-
ous sizes. They may involve single mor-
phemes, but also several, semantically
connected word forms (the latter case
is observable primarily in sequence size
truncation). (ii/c) In lenition processes,
gestalt rules may exhibit varying effec-
tiveness in modifying individual artic-
ulatory elements within a global artic-
ulatory program. For instance, of sev-
eral units within a single word form,
all of which are underlyingly speci-
fied as the same phoneme, e.g. /k/;_3
in gyerekeknek ‘children+Dat.’, some
will, and others will not, lose the ele-
ment involved in the lenition process,
in this case the stop component. This
depends on the phonotactic position
of the unit in question, the genre and
the tempo of speech, the degree of
lenition, the phonetic makeup of the
segment, and so forth. In addition, it
also depends on the component itself;
in vowel substitution errors, according
to Shattuck-Hufnagel’s data [9], esp.
124), the standard deviation of the
feature [+tense] in erroneously substi-
tuted items exceeds the expected prob-
ability values several times more than
that of [+back].

GP is made up by the totality of
gestalt rules. The question of what sort
of a cortical equivalent might be as-
cribed to GP is difficult to answer. Any-
way, linguistic signs and processes are
still considered to be best described,
in terms of the functional hierarchy
of the operation of language, by the
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model first proposed by Wernicke [16].
In essence, psycholinguistics also tradi-
tionally accepts this three-step medi-
ation model as one that confirms the
authenticity of gestalt theories exactly
“in the realm of perceptual organiza-
tion” (see e.g. 7], 146). In Wernicke’s
model, the levels wedged in between
sensorium and cognitive representation
are a bilaterally-connected “representa-
tion of specific ‘gestalt’ elements” and,
on the speech production side, a “rep-
resentation of motor commands (con-
cepts of movements)” (cf. Creutzfeldt
i 9)

’

gii) The domain of application
of GP including gestalt rules is, obvi-
ously, phonetic implementation, espe-
cially that of lenition processes. (Re-
mark: the concept of ‘lenition’ as ex-
posed in its classical form in Natural
Phonology, cf. [12], [2], etc. does in
fact not cover the whole typology of
phenomena occurring in spontaneous
speech production. On the basis of a
collection of data taken from Hungar-
ian a larger-scale typology may be es-
tablished when also lenition processes
manifesting themselves in sequence size
portions of speech are taken into con-
sideration, cf. [15].)

In the rest of this paper my main
concern will be the way gestalt rules fit
into the rule hierarchy (P-rules, MP-
rules, MS-rules, etc.) that is amply dis-
cussed in post-SPE phonologies (cf.,
e.g. [11], [3] [6]). In terms of a typol-
ogy of lenition processes observable in
Hungarian, gestalt rules fit into this
traditional classificatory pattern rather
badly. The facts are as follows. (iii/a)
One particular lenition type, covering a
set of essentially identical changes, may
equally embody rules of diverse cate-
gories. ‘Reduction’, for instance, may
simply be a change that we normally
classify as a phonetic rule: the slight
delabialization of a in vdltozdsa “ts
change’ calls for that label. In other
cases, reduction results in a change
that can be characterized as a rule of
phonological nature in that, by delet-
ing a phonologically relevant feature,
it alters the phonological status (e.g.,
class membership) of a segment as in
m — W (mondték ‘say’ Past3PPI).
By eliminating a major classificatory
feature, the realization may turn into

the phonological base form of another
lexemic alternant: by devoicing u in
azutdn ‘then’ we get a result like
azVtdn which appears to be the “ortjs’
version of aztdn ‘idem’ (cf. [liﬂ) (iii/b)
Theré is not a complete and mutual
overlap in that all types of lenition per-
mit the occurrence of all possible rule
categories. ‘Truncation’, for instance, is
by definition a phonological category,
not a phonetic one; indeed, there are
clear examples (e.g. széval “in other
words’ — [so]) to show that truncated
forms may fail to exhibit any further
phonetic change (the omission of suffix
being obviously not an instance of re-
duction). In other cases, it must be ad-
mitted, truncation and phonetic change
may simultaneously occur within a sin-
gle sequence, e.g. valami ilyesmi ‘some-
thing like that’ — [vimije mi] where fi-
nal 1 undergoes reduction by centraliza-
tion and changes in height and degree
of illabiality. Consequently, the notions
of truncation and phonetic rule are mu-
tually exclusive. As for ‘deletion’ and
‘loss’, both lenition process types de-
stroy a complete segment at the actual
point in PR. The rules effecting these
processes are undoubtedly of a non-
phonetic character; but they may either
be phonological like in cases of t-elision,
e.g. in ezt ‘this+Acc.’, or result in mor-
pholexemic switch as in the various
versions of miért ‘why’ (cf. [13], 182).
(ili/c) Scope properties are also non-
relevant for the classification of lenition
rules. Larger-scope processes, i.e. those
involving a sequence of adjacent seg-
ments, can be realised by phonetic rules
(such as sequence reduction) as well
as by morphophonemic or morpholex-
emic ones (as detailed above for cases
of truncation). On the other hand, le-
nition phenomena involving single seg-
ments can also qualify as instances of
any of these three rule types. (iii/d)
Finally, it is appropriate to point out
that rules responsible for lenition pro-
cesses may also lead to results that do
not lend themselves to a neat interpre-
tation in terms of a linguistic system-
oriented classification. Whenever se-
quence size truncation yields a realiza-
tion that further undergoes elimination
of backness contrast in a vowel — as in
dotkor —s §tkér ‘5 o'clock’ with o —» ¢
- the speaker in fact (over)applies vowel
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harmony in a way that, in terms of var-
ious lines of reasoning, can be taken to
be of a phonetic, or morphophonemic,
or (potentially) morpholexemic charac-
ter.

The lack of correspondence be-
tween phonetic, morphophonemic and
morpholexemic rules on the one hand
and the set of gestalt rules on the other
is conspicuous enough to make one
wonder if those two systems of rules ac-
tually occupy different levels within the
total system. However, the source of
such mismatch is not that their struc-
tural descriptions reveal rule-governed
phenomena of different depth: it is
not the case that the former set of
rules refer to phenomena restricted to
underlying form and the latter ac-
count for events at some level inter-
mediate between underlying and sur-
face representation. (Aphasiacs’ errors,
in particular cases of syllable elision
as in catholicize — [kafalayz/, so-
lidification - [salafskéysan/, demon-
strate that syncope applies to under-
lying form, not (some level of) surface
representation, cf. (8], 24-29.). Rather,
the difference actually lies in the fact
that the rules categorized as above and
gestalt rules can be stated for (a typo-
logically diverse range of) allegro phe-
nomena, whereas rules of the former
type cover lento forms only. All that
this distinction entails in itself, how-
ever, is that the number of gestalt rules
is larger. But the punctum saliens of
the comparison is that gestalt rules
refer to sequences (utterance units)
as wholes, whereas traditional types
of rules refer to segments or con-
catenations of segments appearing be-
tween boundary features, even if their
structural descriptions involve bound-
ary features themselves as well. So,
gestalt rules represent an independent
category of rules; cover a set of phe-
nomena exhibiting higher variability;
and, consequently, phonetic, phonolog-
ical and morpholexemic rules can, to a
significant extent, be logically subordi-
nated to them.
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ABSTRACT

Phonostatistic differences
between English paronomasic (het-
erophonic) puns on the one hand
ard malapropisms and running text
on the other are shown to be due
to speakers' metaphonological
control over the former. It is
hypothesized that this control
results from the action of meta-
linguistic subcomponent of func—
tional competence, which, together

with structural competence, forms
human language faculty.
1. INTRODUCTION

Speech play: puns, ‘'secret
languages', tongue—twisters, rhym—
ing, impersonations, etc. are

usually regarded as but providers
of external evidence in phonology,
exclusively used to assess -plaus—
ibility of theoretical claims
concerning rules and representa—
tions. They are hardly ever lin—
guistically studied in their own
right, as exponents of what has
been referred to as pragmatic or
functional competence. The rea—
sons for this neglect have been
variously stated in the pertinent
literature: speech play is wvol-
atile, variable, literary, delib-
erate, artificial, nonreferential,
hence extralinguistic. The common
view of science as necessarily
dealing with serious subjects has
not been irrelevant in ‘"excluding
scholarship from this realm where
lightness is all" ({4}:5). My aim
in this paper is to show that
speech play - puns in particular -
can no more be treated as a 'mere

performance phenomenon' than e.g.
code and style switching, simpli-
fied registers, ‘baby talk', and
dozens of other phenomena routine—
ly studied by socio— amd psycho—
linguistics.

2. THE MODEL

For the purposes of this
presentation I adopt the following
model of human language faculty.
Linguistic perfomance is normally
driven by two types of competence.
One is structural (grammatical)
competence & la Chomsky, which
provides the necessary substratum
of representations and rules on
various levels of language struc—
ture: phonological, morphological,
syntactic, semantic. The other,
by and large ignored in the stan—
dard generative tradition, is
Ffunctional or pragmatic compet—
ence, which is responsible for how
the knowledge of language struc—
ture is actually put to use in a
communicative setting. Halliday
and Hymes were the first to at-
tempt a coordination of the two -
so far disparate — views of lan—
guage competence in the early
1970's.

Functional competence itself
is far from being a compositional
monolith. One of the most influ—
ential views of the many language
functions has been that of Jakob—
son [6]. Jakobson relates func—
tional modes of language to the
components of a communicative
situation: expressive function is
focused on the speaker, impressive
- on the listener, fatic — on the
channel, etc. In the context of
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this paper, it is the metalingual
(henceforth: metalinguistic) fun—
ction which is of most interest.
Functioning metalinguistically
speakers/listeners concentrate on
the language itself, deliberately
inspecting and manipulating it
'from the outside'. This I call
metalinguistic competence, This
is not only involved in scholarly
discussions of grammar or philos—
ophy, as most authors would have
us believe. It lies at the very
foundation of the human ability to
play with language, and - in par-
ticular - to indulge in punning.
More specifically, it is the meta-
phonological competence which is
predominantly implicated in paro—
nomasic (heterophonic) punning,
which is the subject of this pa—
per.

My hypothesis is the follow—
ing: if punning (and other types
of speech play) crucially involves
metaphonological control over and
above other types of functional
indexing normally encountered in
communication, this fact should
have statistical ramifications in
some phonological aspects of per—
formance so controlled. Thus, if
puns are phonologically different
from 'ordinary' texts or speech
errors — both of which are presum—
ably not controlled metalinguist-—
ically - the argument that there
is a dedicated metalinguistic
subcomponent of functional compet-—
ence would be corroborated. The
view of performance as essentially
a statistical reflection of com—
petence goes back to Cedergren &
Sankoff's (3] approach.

As this presentation is part
of a larger project [7], it will
be possible to present only some
of the relevant results.

3. DATA AND RESULTS

Paronomasic puns (e.g. Freud
<==== afraid, sanctuary <—-—--=
thank you very) appear in an amaz-
ing variety of playful gemnres:
comundrums,  knock—knocks, fake
book titles, alphabet games, 'daf-
fynitions', fractured French,
graffiti. They are put to com—

mercial use in advertisements and
to jocular use in conversation.
They are ubiquitous. I have col-
lected — from about ninety printed
sources — a corpus of 3850 items
(types) like those at the top of
this paragraph, transcribed them
phonemically (Rmerican accent,
fast/casual speech, stress ig-
nored) and entered them in a com—
puter database for further proces—
sing. To allow calculation of
segmental identity, puns (intru-
sions) and sources were segment—

wise aligned, Vitz & Winkler (8]
style, e.g.
intrusion: /sank&u.eri/.
source : /®znkjuveri/

This corpus was phonostatist—
ically compared with Fay & CQCut-
ler's [5] collection of malaprop—
isms (the type of speech error
showing closest structural affin-
ity to puns) and with Carterette &
Jones's [2] data on phoneme fre-
quencies in running English
speech. The results of this com—
parison are as follows.

3.1.0verall similarity
Intrusions appear to be sig—

nificantly more alike their
sources, in terms of segmental
identity, in puns than in mala-

propisms, as seen in the following
table, which is arranged by pro—
portion of nonidentities to the
segmental length of source/ intru—
sion, the VITZ index:

TABLE 1. Overall segmental ident-
ity of sources and intrusions

VIiTZ PUNS—- MALAPROPS
% %

mean= 33.17 50.13
<=10% 1.5 0.0
{=20% 25.6 0.6
<=30% 21.4 14.8
<=40% 27.2 23.5
<=50% 4.4 30.1
<=60% 4.2 7.1
<=70% 3.1 9.3
<=80% 2.0 8.2
<=90% 0.3 1.1
<=100 0.3 5.5
N= 3850 183
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The difference between fre—
quency distributions of puns and
malapropisms, re;ative to VITZ, is
significant by x~ test. There is
a mismatch of one phoneme in three
in puns, as opposed.to one in two
in malapropisms, on the average.
And this despite the fact that the
mean length of malapropisms ex—
ceeds that of puns by 1.5 segment
(7.1 vs. 5.6), which could favour
low-VITZ figures by boosting the
denominator of the proportion.

Punning intrusions are also
more alike their sources in terms
of featural similarity. Using an
ad hoc system of 14 distinctive
features (SYLL, CONS, SONO, CONT,
VOIC, LABI, APIC, OORO, HIGH, MID,
LOW, BACK, ROUN, GLID) I calcula—
ted frequency distributions of
puns and malapropisms relative to
DF difference. The results are
presented in TABLE 2. Thus, for
example, the proportion of cases
where the two corresponding pho—
nemes of the source and of the
intrusion differ by only one DF
equals 36.1% in puns, and 24.1% in
malapropisms.

TABLE 2. Overall featural simi~
larity of sources and intrusions

DF DIFF. PUNS MALAPROPS
% %

1 36.1 24.1
2 34.4 30.7
3 17.4 27.0
4 8.4 12.3
S 3.3 3.4
6 0.4 2.4
Cvs. C 4.7 61.7
Vwvs. V 553 38.3
N= 4620 381

Similarly, at the first posi-
tion of segmental nonidentity,

counting from the left, puns ex—
hibit more featural similarity
than malapropisms. Failing to

append pertinent tabulation for
reasons of brevity, let me add
that in about 50% of puns the
first diverging segments differ by

one or two features, with the
figure for malapropisms being 32%.

Another interesting effect
transpiring from TABLE 2 is the
relative preponderance of vocalic
oppositions ins.puns, as opposed to
malapropisms. Relative to the
latter value, which is close to
that of a running English text
(C=58.7%, V=41.3% according to
{2]), the figures for puns are
almost completely reversed: pun—
sters apparently prefer to alter a
vowel than a consonant in the
source.

3.2.Lefward and Rightward Seg-

mental Identity

Another significant point of
difference between puns and mala-
propisms is the amount of segment-—
al identity counted from both ends
sources/intrusions. As is seen in
DIAGRAM 1, puns behave like a
near-perfect mirror-image reflec—
tion of malapropisms in this re—
spect. In puns, sources/intru—
sions are more alike at the end
than at the beginning, which means
that punsters are more apt to
change word-onset segments, where—
as victims of malapropisms tend to
mess up the offsets, keeping the
onsets constant (which is also
significantly the case in tip—of-
the-tongue states; cf.[1])}.

DIAGRAM 1.
%

\‘\\ ——— malapropisms
N — puns

e M
R-""" e e A
| m— g 3 4 6 [}
[ ] 8 4 s B Qu—

Segmental identity from extrem—
ities of sources/intrusions
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3. 3. Phoneme Frequencies

Finally, puns differ from
malapropisms and running texts in
terms of phoneme frequencies,
relative both to static distribu-
tions in sources/intrusions and to
distributions of phoneme ousting,
i.e. those cases where a phoneme
is changed in transition from
source to intrusion.

Thus, in malapropisms the
phoneme frequency distributions of
sowrces and intrusions are not
significgntly different from each
other (x"=15.5 at 33 df, about
1200 phonemes), while in puns they
are (x =391 at 44 df, about 20,000
phonemes). Similarly, there is a
significant discrepancy between
the phoneme frequency distribu—
tions of imntrusions in puns on the
one hand and both malapropisms and
text data ([2], about 48,000 phon—
emes) on the other.

Similar results are obtained
in calculating frequency distribu—
tions of phonemes which oust (sub-
stitute) or are ousted. Malaprop—
isms do not differ significantly
from Carterette & Jones's [2] data
in this respect, but puns do: both
ousted and ousting distributions
differ from those of running text,
and from each other. Further
interesting effects in grouped
data are that: (l)stops are more
frequent as ousting sourds in
puns, (2)sonorants in puns are
more stable (less amenable to
ousting) than they are in mala—-
propisms, (3)as are consonants as
a class.

3. CONCLUSIONS

If puns are phonostatistical-
ly different from both malaprop—
isms and running text, we can
reductively infer that the differ—
ences are due to the additional
factor of metaphonological control
exercised by a subcomponent of
Speakers' functional competence
over the performance mechanisms.
Such control is absent from ‘ordi-
nary' speech encoding in a com—
municative situation where refer—
ential functions of language pre—

dominate. Puns, and - by ex—
tension - speech play of all
kinds, are thus shown to be res—
pectable areas of language study,
properly belonging to - sensu
largo - linguistic competence.
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L'ACCENT_ DE L'ARABE PARLE A CASABLANCA ET A TUNIS
ETUDE PHONETIQUE ET PHONOLOGIQUE

R. Bouziri, H. Nejmi & M.Taki

E.H.E.S.S., Université Paris 3, Université Paris 8

ABSTRACT

A phonetical-phonological com-
parative study of accent in the
dialects of CASABLANCA and
TUNISIA reveals a certain homo-
geneity in the phonological and the
perceptual level. It shows also a
difference in the parametric level.

BREF RAPPEL SOCIOLINGUISTIQUE
Dans les deux villes CASABLANCA
et TUNIS, plusieurs systémes lin-
guistiques sont présents: L'ARABE,
LE FRANCAIS, LE BERBERE. Le
sys’téme arabe présente une diver-
sité de niveaux: l'arabe classique,
I'arabe standard, I'arabe formel et
l'arabe dialectal. Il ne s'agit pas ici
d'une discussion sur le plan socio-
linguistique de ces différents niveaux
.Notre étude porte sur le parler de
CASABLANCA et de TUNIS, langue
maternelle des Casablancais et des
Tunisois. Elle est constituée de deux
parties :

- Une analyse phonétique qui
traitera de I'accent du point de vue
perceptif et instrumental.

- Une analyse phonologique qui per-
mettra d'interpréter les données
phonétiques .

1- ANALYSE PHONETIQUE

Le corpus est composé de mots du
lexique et de syntagmes (nominaux
et verbaux) répondant & des critéres
doublement organisés:

a. Selon des structures syllabiques
des deux parlers.

b. Selon les catégories syllabiques
que sont les bissyllabiques et les tri-
syliabiques .

L'ganalyse a été effectuée au labora-
toire de phonétique de I'UFR de Lin-
guistique de l'université Paris 7.

1.1 TEST DE PERCEPTION
Les auditeurs de chaque parler ont
noté intuitivement la syliabe qu'ils
percevaient comme accentuée.

RESULTATS DU TEST

Nous constatons que l'accent est
pergu sur la pénultieme dans la
structure CV-CV dans les deux
parlers, en revanche dans la
structure CoC-CoC la place de
l'accent difféere ,sur la pénultiéme
dans le parler de Tunis et sur la
derniére dans le parler de Casa.
Pgur la structure CVC-CVC c'est la
pénultieme qui est accentuée dans
les deux parlers. Quant aux autres
structures c'est toujours la syllabe
dite lourde qui porte d'une fagon
générale l'accent. Si I'hypothése du
pgid§ syllabique s'avére valable en
général, cela posera un probléme
majeur pour la structure CV-CdC car
dans les deux parlers I'accent est sur
la syllabe légére CV alors que I'on
s'attend a ce qu'il soit sur la derniére
CaC. Ce résultat nous méne & poser
la question sur la nature et le statut
de la syllabe CoC : peut-on lui
attribuer le méme statut que la
syllabe lourde ou bien Iui en attribuer
un autre ?
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Nous pensons que la syllabe CdC ne
doit étre considérée comme lourde
qu'en deuxiéme deqré alors que les
autres CVC le sont en i -
gré. Pour les trisyllabiques CV-CV-
CV l'accent est sur la pénultieme.

Les résultats du test sont donnés
dans les tableaux suivants:

sls CV 1CV s/s CdC |CV
Casa 61,5 :38,4 Casa 62,2 137,5
Tunis 73,5 ! 26,4 | Tunis 75 125

sls CV |CoC sis CVC ICVC
Casa 78,5 ! 21,4 Casa 42,2 |57,7
Tunis 80 !20 | Tunis 43,6 /56,3

s/s CoC ;cac s/s CVC [CV
Casa 32 ;67 Casa 65,3 34,6
Tunis 78,7 '21,2 |l Tunis 65,2 34,7

sl/s CV :CVC s/s CV CV |CV
Casa 27,6 :72,3 C. 39,6 49,7,10,7
Tunis 26,4 173,5T. 35,4 50 14,5

1.2. ANALYSE INSTRUMENTALE

Le corpus a été analysé essentiel-
lement sur I'analyseur de mélodie de
P. Martin qui nous a permis de rele-
ver les valeurs de Fo , | (sommets) et
de durée. L'analyse a été effectuée
principalement sur la syllabe ouverte
CV et la syllabe fermée CVC en
position accentuée et inaccentuée.
Le contexte ol sont étudiées ces
syllabes est neutre excluant toute in-
fluence de l'intonation ou des pro-
cessus de focalisation et d'empha-
tisation.

RESULTATS

Le résultat indique en général que la
syllabe accentuée posséde une Fo
plus élevée, une intensité forte et une
durée plus longue par rapport a la
syllabe inaccentuée. Dans les deux
parlers la fréquence fondamentale
est le parametre le plus important

dans la mise en relief, cette préémi-

nence n'a pas d'autonomie car elle
se combine toujours avec l'un des

deux autres parameétres, avec le pa-
ramétre | chez tous les sujets dans le
parler de Tunis et seulement chez les
sujets féminins dans le parler de
Casa. En revanche chez les sujets
masculins la Fo se combine avec la
durée. Quant au caractére spécifique
des deux parlers on remarque que
pour la syllabe CV le parler de Tunis
posséde une Fo moyenne plus éle-
vée et qui est de quatre quarts de ton
chez les sujets masculins et de deux
chez les sujets féminins. Quant au
paramétre durée il semble que les
tunisois allongent plus que les ca-
sablancais. En ce qui concerne le
paramétre | on remarque peu de
différence. Pour la syllabe CVC on
constate qu'il y a une différence au
niveau de Fo de quatre quarts de ton
entre les sujets masculins des deux
parlers alors que chez les sujets fé-
minins il n'y a pas de différence .
Pour le paramétre Durée on enre-
gistre les mémes résultats que la
syllabe cv c'est-a-dire l'allongement
de la syllabe accentuée des sujets
tunisois. Le paramétre | ne présente
que peu de différence.

CV parler de Casablanca
Homme Femme
acc. n/acc) acc. n/acc.

FoHz 125 114 (247 255
1 db 39 37 [40 38
D.cs 15 10 |17 1

CV  parler de Tunis
Homme Femme
acc. n/acci acc. n/acc.

Fowz 156 142 1246 184

l db 38 36 |39 38

D.cs 22 14 |26 16
CVC parler de Casablanca

Homme femme
acc. n/acc.| acc. n/acc.

FoHz 126 106 [241 216
|l db 39 35 |40 36
D.cs 8 5 9 7
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CVC parler de Tunis

Homme Femme
acc. n/accj acc. n/acc:.
FoHz 158 132 |263 224

| db 38 34 |33 35
D.cs 11 7 14 11

2. ANALYSE PHONOLOGIQUE
Le traitement phonologique que
nous proposons pour le processus
d'accentuation entre dans le cadre
de la phonologie métrique élaborée
par Prince (1983) et B. Laks (1988).
En effet ce cadre est fondé sur une
structure rythmique reflétée par une
grille métrique représentant "le seul
instrument formel d'assignation des
proéminences" (B.Laks. 1988, 141).
Dans ce modéle les structures
accentuelles se manifestent directe-
ment au niveau de la grille; celle-ci
est construite sur la base d'éléments
accentuables qui sont de simples
positions métriques pures organi-
sées temporellement. Ainsi l'orga-
nisation de la grille ne fait-elle
référence ni au contenu phonétique,
ni a la substance phonologique de
ces éléments. Tous les éléments sus-
ceptibles de porter un accent sont
designés par un astérisque au ni-
veau 0 de la grille. Le plan sylla-
bique détermine les distinctions
qualitatives que la grille doit prendre
en considération dans l'organisation
des séquences. Les deux méca-
nismes formels qui sont a la base de
la construction de la grille sont :

a. le principe de la grille parfaite
(GP), défini par le parametre de la di-
rectionnalité (de droite a gauche ou
de gauche a droite) et par la nature
de I'élément de son point de départ
(fort ou faible).

b. le principe de l'augmentation des
extrémités:

RE (la régle d'extrémité) augmente
un temps fort d'une extrémité, cette
derniére est paramétrique. Ces deux
principes sont contraints par le prin-
cipe d'évitement d'antagonisme (EA).
En outre une position accentuable

peut étre considérée comme extra-
métrique soit au début du mot
(extra,l) soit a la fin (extra, F),
(cf.B.Laks. 1988, 164 - 5).

Partant des résultats de I'étude pho-
nétique des deux parlers nous pro-
posons l'organisation suivante:

les syllabes qui comportent une
voyelle périphérique sont marquées
par un astérisque au niveau ¢ dela
grille .

Les voyelles qui se trouvent a la fin
du domaine métrique sont considé-
rées comme extramétriques.

La régle d'augmentation s'applique
au niveau M qui est I'étage supérieur
par rapport a celuide o .

'unique distinction que nous souli-
gnons entre les deux parlers con-
cerne la construction de GP; bien
que les deux parlers soient caractéri-
sés par la méme directionnalité ils se
distinguent néanmoins quant a la
nature du temps initial. Nous pou-
vons ainsi résumer ces parametres
de la maniére suivante :

Parler de Casablanca : extra (O, F),
RE (M,F), GP ( ,GDf).

Parler de Tunis : extra(O,F), RE (M,F),
GP ( ,GD,F)

Les séquences bissyllabiques:

a. b.

M * M *

(4] * (4] *

0 * (*) 0 * *
t u t a t a hat

c d.

M * M *

lo] * o * *

0 * * 0 * *
maql a qu rt as

Nous constatons que I'accentuation
de ces séquences est similaire pour
les deux parlers; quant a la forme
CoC-CoaC qui se caractérise par une
accentuation qui différe dans les
deux parlers, nous lui réservons le
traitement suivant :
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-Parler de Casablanca

e.l
M *
g *
1] * *
toftof

Suivant le parametre qui définit GP
comme allant de gauche a droite
avec un temps initial faible, nous
obtenons au niveau o un temps fort
sur la deuxieme syllabe qui sera
augmenté au niveau M .

e2
M *
o *
0 * *
t o ftof

Pour le parler de Tunis GP est
défini ayant comme temps initial un
temps fort d'oll a mise en relief de la
premiére syllabe dans cette sé-
quence .

f. g

M * M *

(v} * fe3 * *

0 * * 0 * *
if ur

ma kl a t

Les structures trisyllabiques:

LU'étude phonétique nous a montré
que c'est la pénuitieme qui est ac-
centuée dans les deux parlers. Le
meécanisme proposé est le suivant :
h.

M *
o * *
0 * * (*)
buha i
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INTERRELATION OF PERCEPTION AND PRODUCTION IN INITIAL
LEARNING OF SECOND-LANGUAGE LEXICAL TONIIEr\

Jonathan Leather

University of Amsterdam

ABSTRACT

One group of native Dutch-speaking
subjects were trained to perceive the
lexical tones of standard Chinese
(Putonghua) and were then tested on
their ability to produce them, while a
second group were trained (using a visual
display, and without auditory
exemplification) to produce the tones,
and subsequently tested on their ability
to perceive them. From longitudinal
records kept of subjects’ perceptual
decisions and of acoustic parameters of
their productions, the interrelation of
learners’ evolving perceptual and
productive abilities was examined - and

found for both groups to be significantly
correlated.

1. INTRODUCTION

This paper reports on experiments
designed to explore the interrelation
between perceptual and productive
abilities in the initial learning of a new
sound (sub-) system. The phonetic
proficiency goal was the citation-form
tone system of Putonghua - i.e. standard
Chinese or "Mandarin". These tones are
phonetically realized as time-varying
patterns of voice fundamental frequency:
level, n§ing, dipping and falling contours
respectively (see [1] for a review).

2. METHOD

The subjects were two groups of native
Dutch speakers aged between 19 and
28, and with no knowledge of any tone
language.  One group underwent
computer-managed tone perception
training involving: (i) presentation of
(digitized) tokens of the four
tonally-distinguished words /¥/, //, /57
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and /y/ (Cmud’, *fisk’, 'rain’ and *jade’)
prqduwd by one Beijing native; (ii) presen-
tation of tone tokens of first one female,
then two male and two female speakers,
for tone labelling. All labelling responses
(collected through keyboard input) were
logged under program control. Information
feedback was provided in L1 in the form
"qu, correct.” or "No, it was X" (X being
the intended word). Trials continued until
a proficiency criterion was satisfied of
at least 80% correct identification of
randomly-ordered tone tokens from all
foq{ speakers, at which time production
ability was tested. In the production test
the subject was asked to say the Putonghua
word (again one of the four minimal quad-
ruplets) corresponding to the L1 gloss
displayed on the screen. The tones thus
el_lmted were in a fixed random order (24
trials in all). In both this production test,
and the production training of the second
group of learners described below, larynx
period data were recorded with a
Laryngograph and phonetically assessed
using a speaker normalization procedure
and assessment algorithm described
elsewhere [2, 1].

To enable the second group of learners
to acquire tone production ability
without prior experience in tone perception,
it was necessary to use alternative means
of exemplifying for them the FO contour
shapes of the tones, and to provide them
with external information feedback on
the phonetic consequences of their produc-
tion attempts. The training system designed
for this purpose collected larynx period
data and provided on the screen visual
and verbal feedback on the learner’s FO
contours (the signal processing and task

control routines used are detailed in [1]).
A real-time plot of smoothed, speaker-
normalized learner FO was displayed
beneath, or (if the learner preferred)
superimposed upon, a similar plot of the
exemplar FO contour. The learner could
thus make a visual appraisal of the match
between his/her own tone production
attempt and the model. Each production
was phonetically assessed, and arecord
kept -again under program control - of
all assessment parameters: the pitch level
at 20%, 50% and 85% of the FO contour,
and its duration. Screen messages were
provided for each parameter that in any
trial was assessed as unsatisfactory. In
the first stage of training, learners were
presented on the screen with the FO
contours of the same single-speaker
exemplars as were heard by the
perceptually-trained learners. Subsequent
stages of the training required subjects
to produce the tone words in response
to L1 glosses presented (on the screen)
embedded in a question frame meaning
"What is the word for ...?" No target FO
contour was displayed in this stage of
the training until a learner’s production
attempt for a word elicited was
unsatisfactory. Subjects continued this
training until, if they satisfied the
proficiency criterion by producing two
consecutive "good" tokens for each of
twenty randomly-ordered tone type
elicitations, their ability to perceive the
tones was tested. The tone stimuli in
this perception test were the same
digitized natural speech tokens of four
Beijing natives (2 male and 2 female)
used with the perceptually-trained group.
Subjects were first presented with tone
tokens of one (female) speaker, and then
heard all four speakers; throughout, the
tones were varied in a fixed random
order.

3. RESULTS

3.1 Perceptually-trained group

Of the 17 learners who attained
proficiency in tone perception, 9 were
able without any productive training
to produce tones with acceptable FO

contours in a fully contrastive system.
Since these subjects’ only experience of
the tones was auditory, their targets for
tone production must have been derived
from representations developed for tone
perception. Moreover, a consistency in
subjects’ productions suggests that these
representations were fairly stable -as might
be expected of the hypothetical tone proto-
types they had established by the end of
the training. Detailed analysis of the pro-
duction assessment records reveals a fairly
high degree of acoustic-phonetic invariance:
a particular error type was recorded signifi-
cantly more often in all, or only one of,
the five test productions per tone than
in two, three or four of them. In other
words, those productions not assessed as
"good" tended to be characterized, for
individual subjects and tones, by certain
recurrent patterns of deviance.

To investigate the correlation of learners’
perceptual abilities with their production
performances, both were quantified. A
general measure of perceptual ability,
M1, over the duration of the perceptual
training was provided by multiplying
the number of trials required to reach
criterion by the mean number of
misidentifications per tone type. The
total number of detail errors in the
production test was taken as a measure
of production ability, M2. Over all 17
subjects who satisfied the proficiency cri-
terion there is a significant positive corre-
lation of M1 with M2 (r = .65, p <.01),
indicating that subjects’ productive skill
was generally commensurate with their
ability in perceptual learning. Ingreater
detail: by subject, and by tone, the corre-
Jation of (i) the proportion of tokens
misidentified in the final stage of the percep-
tual training with (ii) the proportion of
production trials characterized by errors
other than of duration is moderate (r =
42) but again significant (p <.01). To
a noteworthy extent, then, learners produced
more accurately the tones which they could
more accurately label.
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3.2 Productively-trained group

Some subjects were able after only
production training to make correct
identifications of all or some of the
tone tokens in the perception test. To
investigate the correlation of these
subjects’ productive abilities and
perceptual performances, the number
of production trials resulting in an
‘unsatisfactory’ assessment was taken as
an inverse measure of productive learning,
and the number of types of identification
error recorded in the perception test
as a measure of perceptual ability.
The correlation of these measures is
noteworthy among the 15 subjects who
satisfied the production proficiency
criterion: r =.70 (p <.05). Among these
subjects there is a similar correlation
between the number of types of error
observed in production attempts on the
one hand, and in perceptual decisions
on the other (r = .69, p <.05). These
positive correlations between measures
of tone-productive ability and tone-
perceptual accuracy would suggest that
FO0 patterns learned for the direction of
tone production were referred to for the
perceptual categorization of tone tokens
heard from other speakers.

In a comparison of the performances
of the perceptually-trained and
productively-trained groups, it appears
that the perceptually-trained learners
enjoyed some overall advantage. By the
sign test, they made fewer errors in tone
perception yet no more in tone
production (in each case p <.05). This
is perhaps not surprising, considering
the comparatively unnatural learning
conditions of the productively-trained
group. Secondly, for each of the
respective tones the performances of the
two groups prove to be significantly
correlated in both the perceptual and
productive modalities (for perceptual
confusions Pearson’s r = .72, p <.01,
and for production errors, r = .76, p
<.001).

4, DISCUSSION

The present learners did not, it appears,
need to be trained in production to be
able to produce, or in perception to be
able to perceive, the FO patterns of the
target phonetic system: training in one
modality tended to be sufficient to enable
a learner to perform in the other. A
learner who, after perceptual training,
was able - in some cases from the first
attempt - to produce the tones correctly,
must have correctly inferred the requisite
acoustic targets, and drawn upon his know-
ledge of the articulatory-acoustic charac-
teristics of his own speech to attain them
in production. A learner who, after produc-
tion training, was able to identify correctly
the tokens of other speakers, presumably
exercised the ability to map the acoustic
output of others into the phonetic space
of his own. Theoretically, this could have
been accomplished by fitting time- and
range-normalized candidate FO contours
to learned contour prototypes -by means,
for instance, of fuzzy logical pattern-
matching (see e.g. [3, 4]). While the out-
comes of an experimental study should
not be too freely generalized to natural
learning situations, the present findings
would support a model of L2 speech
pattern learning in which the learner’s
primary goal is the construction of phonetic
prototypes to which the operations of both
perception and production may be geared.
These prototypes capture the central acoustic
tendencies of ‘good’ tokens, and serve
both perceptual decisions (cf. [5, 6]) and
production activity (cf. [7, 8]). However,
since there may be no simple correspon-
dence between learners’ perceptual and
productive values for acoustic-phonetic
parameters (e.g. [9, 10]), these prototypes,
it may be postulated, are operationalized
by means of schemata (ie. structured plans)
which define the serial and hierarchical
orderings of cognitive and motor activities,
providing the algorithmic bases for psycho-
acoustic decisions (in perception) and
feedback-based adjustments (in production).
An association of independent perceptual
and productive schemata with each phonetic
prototype will account for any divergences
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that may be observed between a learner’s
perception and production of a phone
(see [9, 10, 11]). With operational
schemata mediating between it and the
phonetic events in relation to which it
is defined, the prototype would
theoretically satisfy one of the classic
requirements of a phonological unit
([12]): that it be neutral with respect to
the activities of production and
perception.
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FUNDAMENTAL FREQUENCY RANGE AND THE DEVELOPMENT OF
INTONATION IN A GROUP OF PROFOUNDLY DEAF CHILDREN

Evelyn Abberton, Adrian Fourcin and Valerie Hazan
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ABSTRACT
Results are presented from a 4-year
developmental study of intonation in an
unselected group of deaf children educated in
an oral environment.

LINTRODUCTION

Although intonational competence is still
developing at 10 years of age in nommal
children [4], basic pattems are appropriately
used by about 3. The speech perceptual and
productive abilities of profoundly deaf
children are delayed compared with their
normally hearing peers [2], but some
profoundly deaf children develop good
conversational ability and highly acceptable
and intelligible speech [3]. Clearly,
pragmatic, syntactic, phonetic and
phonological features are all important, and,
in the area of pronunciation, both segmental
and prosodic control have to be achieved.

2. SUBJECTS, TESTS & MEASURES
In this paper we illustrate certain findings
relating to intonation development from a 4-
year study of aspects of the speech
perceptual and productive abilities of a group
of 16 severely-profoundly deaf children
(from age 7 - 8) educated orally. Results
have already been presented for some of the
children’s intonation after 2 years (1). Here,
we now discuss the fundamental frequency
and intonation development of the 2 children
with the least impaired hearing and the 2
with the most impaired hearing (according to
pure tone audiometry) after 4 years. All four
are congenitally deaf. Their pure tone
average losses in the better ear at 0.5, 1.0
and 2KHz are

Child 1 - 83dB HL; Child 2 - 90dB HL;
Child 15 - 112dB HL; Child 3 - 115dB HL.

Their speech has been recorded at regular
intervals and analysed using laryngographic
and acoustic techniques. Fundamental
frequency measures obtained are compared
with qualitative auditory analyses: larynx
frequency histograms (Dx plots) derived from
recordings made during story telling sessions
can be related to perceived pitch range, and
modal values related to judgments of
perceived high or low voices. Scattergrams
(Cx plots) of all pairs of successive vocal
fold vibrations in the recording correlate with
perceived vocal roughness or smoothness.
Figs 1-4 show Dx and Cx plots for Children
1 & 16 in March 1985 and May 1989.

3. RESULTS - QUANTITATIVE

Table 1 shows the frequency ranges and main
frequency modes in the children’s speech.
Second order histograms are used to eliminate
creaky voice contribution from the
measurements, and the range estimates are
from 90% of the digram occurrences. This is
our standard procedure in UCL work with
deaf adults as well as with children.

Table 1. Fx ranges and modal values
Child Mode (Hz) of  Range in octaves
2nd order range of 2nd order Dx

85 87 '89 '85 87 °89

1. 265 272 225 052 047 0.44
2, -321 312 157 0.55 047 0.53
15. 296 348 312 047 0.63 0.36
16. 511 484 304 1.44 091 051

Note: The 1987 distributions for Children 15
& 16 are multimodal.

4. RESULTS - QUALITATIVE
Apant from Child 15, the other children all
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show a decrease in modal frequency as one
would expect with age, and Child 2's voice
has broken in a nonmal manner. Except for
Child 2, the other three still have
perceptually high voices.

There is no simple relationship between Fx
range measures and perceived narrowness of
pitch range and monotonous voice {1].
Apart from Child 16 whose 1985 Fx values
represent his physiological rather than his
speech pitch range, these 4 deaf children
have largely normal octave widths compared
with Hunt's normally hearing group [6}, but
they differ markedly in their control of voice
pitch contours to organise their speech in
terms of an intonation system,

Over the four years of study (during which
time they had no speech-language therapy)
the four children show different patterns of
intonation development. In 1985 Child 1
was already using pitch to organise her
speech into word groups, and using major
pitch changes for focus, although most of
these nuclear tones were falling and often
over-long. Perceptually she had a narrow
pitch range. In 1989 nuclear lengthening has
disappeared and she is using a full range of
nuclear tones in syntactically and
attitudinally appropriate ways. Her pitch
range no longer seems narrow although the
octave width is, in fact, smaller than 4 years
earlier. Child 2, similarly, in 1985 showed
the demarcative and focussing functions of
pitch control but with nuclear lengthening
and almost exclusive use of rise-fall tones.
(His segmental phonology was much less
mature than Child 1's.) He has also made
progress by 1989, despite still showing some
nuclear lengthening. Most of his tones are
falls, but contrast appropriately with rise
falls, and some rises are correctly used.
With less variety of nuclear tones, his pitch
range still sounds narrow. Children 15 and
16 are much more delayed but have made
some progress: in 1985 Child 15 had a
narrow pitch range but was using pitch for
demarcation and focussing. In 1989 his
syntax is still very immature but nuclear
placement is usually correct. Most tones are
falls but rises are beginning to appear. Over
the years Child 16, despite his profound
hearing loss, has successfully reduced his
wide physiological Fx range to one which is

speech-like, and has leamed to use his vocal
output in the give-and-take of conversation;
his speech is not very intelligible but is
organised in terms of pitch control: he has
clear tones, often utterance-final, and nearly
always falling. All the children have
improved voice quality in terms of regularity
of vocal fold vibration.

5. CONCLUSION

There is a dearth of normative data on the
pattern of intonation development but these
four hearing-impaired children, using
conventional amplifying hearing aids from an
carly age show that even profoundly deaf
children can acquire facility with linguistic
pitch control in several ways. Nevertheless,
their progress is slow and delayed, and it
remains to be seen whether gains in
phonation quality and in pitch control and use
could be obtained at the right moment in
development through systematic visual
feedback therapy and speech-processing
hearing aids that focus attention on the low
frequency elements of speech [5].
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Figure 1 Fundamental Frequency histograms (Dx) and
Scattergrams (Cx) for Child 1 in March ’85
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Figure 2 Fundamental Frequency histograms (Dx) and
Scattergram (Cx) for Child 1 in May *89
{analyses based on period by period measurements}
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THE ROLE OF LANGUAGE FORMULATION IN
DEVELOPMENTAL DISFLUENCY
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ABSTRACT

The disfluency patterns of two 2-year-
olds are compared. In both children,
disfluency shows an increase and a sub-
sequent decline. In one of the children,
disfluency is mild, in the other it is ex-
cessive. The excessively disfluent child
shows many word part repetitions, and
relatively few sentence incompletions.
Moreover, most of his self repairs are
phonologically motivated. In the other
child, word- and word-string repetitions
as well as sentence incompletions are
more frequent, and a relatively large
number of self repairs involve syntactic
alterations. It is concluded that the dis-
fluencies are related to phonological en-
coding in the excessively disfluent child,
and to sentence planning in the mildly
disfluent child.

1. INTRODUCTION

In most children speech fluency deter-
iorates temporarily between ages 2 and 3
[9], although there is considerable inter-
individual variation in the extent of the
problem. In some cases the child be-
comes a stutterer. Several studies have
pointed at a connection between develop-
mental disfluency and language develop-
ment {4). It is often argued that fluency
decreases as a result of the increasing
grammatical complexity of utterances,
which poses progressive demands on the
child's language production ability. In [6]
I developed a specific version of this hy-
pothesis: The Development of the
Formulator Hypothesis (DFH).

The DFH starts from the observation
that language development around age
2.5 is characterized by the transition
from telegraphic speech, which lacks
almost all function words and morpho-
syntactic elements, to a morphosyntact-

ically more mature level of language
competence. The acquisition of closed-
class elements and morpho-syntax neces-
sitates the development of a component
of the speech production mechanism that
is dedicated to morpho-syntactic pro-
cessing and serial order planning, which
can be identified with the positional
planner in Garrett's speech production
model [1]. Due to the positional planner's
initial lack of automaticity and imperfect
co-ordination with other components in
the speech production mechanism,
speech planning will start to break down
more often, which produces an increase
of disfluency. Usually, however, speech
fluency will be restored as the new sys-
tem gets settled. More importantly, the
DFH predicts that as the rate of disflu-
ency rises, its distribution over sentence
positions will change. Disfluencies will
start to concentrate at loci in speech that
coincide with moments at which the po-
sitional planner is highly active, viz. the
onset of clauses and major constituents.
This prediction was confirmed in a
longitudinal case study. The subject in
this study showed a disfluency peak at
age 2;8. Before this age, disfluencies
were distributed randomly over sentence
positions. As of 2;8, however, they oc-
curred predominantly at sentence onsets
and phrase-initial function words.

The preliminary results of a second
longitudinal case study, however,
showed a different pattern [7]). Again, a
significant and quite dramatic increase of
disfluency was observed, followed by a
decrease. However, the disfluencies were
concentrated at sentence onsets from the
beginning of the observation period on-
wards. Moreover, the subject appeared to
be more advanced linguistically than
would have been expected on the basis of
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the DFH. These results agree with the
general observation that there are
considerable inter-individual differences
in the rate of language development.
Furthermore they suggest that the
developmental process underlying the
disfluency episode in the second child
cannot be the one described by the DFH.
It is unclear as yet what other process
may be responsible for the increase of
disfluency in this child.

The primary aim of this paper is to
contribute to the solution of this problem.
To achieve this aim, I will present some
new data with respect to differences be-
tween the patterns of disfluency in the
two children mentioned before. I will try
to corroborate the conclusion of [7], viz.
that the disfluencies in the two subjects
have different sources. Particularly, I will
argue that disfluency in the second sub-
ject mentioned is primarily related to
another component of language formula-
tion, viz. phonological encoding, i.e., the
unpacking of word form information
from the mental lexicon [3]. In order to
do so, I will make two assumptions.
First, I will assume that a disfluency al-
ways results from a disturbance in the
planning of an utterance segment that is
yet to be uttered. The second assumption,
which is based on Levelt's work on self-
repairs [3], states that speakers avoid in-
terrupting a word, unless it is a source of
trouble itself. The corollary of these as-
sumptions is that different types of dis-
fluency may signal utterance planning
problems at different levels. In particular,
the repetition of an initial word fragment
will predominantly signal problems in
preparing the remaining parts of the word
for articulation [8]. A word repetition, by
contrast, would point at a planning diffi-
culty with regard to some aspect of the
subsequent sentence fragment.

2. METHOD
2.1. Subjects

The data in this study are derived from
longitudinal language corpora of two
Dutch boys, T and H. Both children were
observed between ages 2;4 (years;
months) and 3;0. Language development
was assessed with the aid of TARSP, a
Dutch adaptation of Crystal's Language
Acquisition, Remediation and Screening
Procedure (5]. TARSP divides the
course of grammatical development into

7 phases. At age 2;4, T appeared to be a
relatively backward Phase 3 child,
whereas H was at an advanced Phase 4
level. This implies that T could produce
sentences containing up to 3 constituents;
he was not yet able to expand con-
stituents into word groups and he had
very limited morphology. H, on the other
hand, could produce 4-constituent sen-
tences, expand constituents into word
groups and use some verbal and nominal
inflections productively. To advance
from Phase 3 to Phase 4, the average
child needs about 5 to 6 months.
2.2, Recording and Transcription

The children's speech was recorded at
home while interacting with their mot-
hers. Roughly one hour of conversation
was recorded per week. Apart from the
literal content of the children's utter-
ances, their phonetic structure was
transcribed in places where this would
clarify the interpretation of speech. The
types of disfluency that were transcribed
are repetitions (of word parts, words and
word strings), revisions, incomplete sen-
tences, blocks and prolongations, word
breaks, and senseless sound insertions.

3. RESULTS
3.1. Disfluency Rates

At 2;4, T produces an average of 2.7
repetitions per 100 words. H is slightly
more disfluent with an average of 4.2
repetitions per 100 words. In both
children the repetition rate increases in
the subsequent months. When disfluency
is at its peak, at age 2;8, T is still very
mildly disfluent, with an average of 4.5
repetitions per 100 words. H's repetition
rate reaches a maximum of 29.5
repetitions per 100 words at age 2;7,
which amply exceeds the normal limits.
It may not come as a surprise that H's
mother consulted a speech therapist, who
nevertheless advised not to interfere. In
both children disfluency rapidly de-
clined. At age 3;0, T had 2.7 repetitions,
and H 5.9 repetitions per 100 words.
Both children are now normally fluent
speakers.
3.2, Disfluency Types

In the remainder of the Results section,
two segments of the observation period
will be singled out, viz. the first month,
around age 2;4, and a period of roughly
one month around the time when disflu-
ency was at its peak, corresponding to
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age 2;8 in T and 2;7 in H.

Table I shows a breakdown of the

repetitions according to the size of the
utterance fragment involved. Collapsed
over both periods, T appears to have
much more word and word-string repeti-
tions than H. In H, on the other hand, the
word-part tepetitions are predominant.
Ignoring the category of indeterminate
repetitions, this difference reaches
significance (32 = 2729, df = 2, p <
.001).
TABLE I. Distribution of repetition types in T and
H. WST = Word string repetitions; WRD = word
repetitions; W-P = word part repetitions; IND = in-
determinate. Percentages in parentheses.

CorpusWST WRD  W-P IND Total

H24 3 22 18 - 43
7 (651.2) 419 (-) (100)

H27 4 48 165 16 233
(1.7) (20.6) (70.8) (6.9) (100)
HTot 7 70 183 6 276
(25) (254) (66.3) (5.8) (100)
T24 3 17 38 1 59
(5.1) (28.8) (64.4) (1.7) (100)
T28 14 61 46 - 121
(11.6) (504)  (38) - (100)

TTot 17 78 84 1 180
(9.4) (433) (46.7)  (0.6)  {100)

Note however that the developmental
pattern differs between the two children.
T shows a transition from a predomi-
nance of word-part repetitions to a pre-
dominance of word and word-string repe-
titions. By contrast, an opposite develop-
ment can be witnessed in H. H's pattern
accords with the ‘classical' observation
that repeated elements are progressively
truncated in the developmental course of
stuttering [4].

Under the assumptions made above,
this finding suggests a difference in cha-
racter of the planning difficulties under-
lying the observed discontinuities. In
particular, it may be expected that H ex-
periences more problems in constructing
the phonological shape of words than T.
A first, indirect piece of supportive evi-
dence for this conjecture can be derived
from a quantitative analysis of sentence
incompletions. These disturbances can be
considered to result from a failure at the
level of sentence planning. If H's disflu-
encies are reflective of phonological en-
coding processes at word level, whereas
T's discontinuities reflect sentence
planning, one would expect less sentence

incompletions in H than in T. This is pre-
cisely what Table II indicates. Collapsed
over both periods, the ratio of incomplete
to complete sentences_is significantly
lowerin TthaninH (2=9,df=1,p<
.005). An inspection of the figures in
Table II suggests that this difference is
primarily determined by the figures
relating to the late periods.

TABLE Il. Sentence incompletions (Sl) and fully
interpretable, non-interrupted sentences (NS)(2 1
word; yes's and no's excluded). Percentages in
parentheses.

Corpus St NS Total
H2:4 8 457 465
(.7 (98.3) (100)
H2;7 16 295 311
(5.1) (94.9) (100)
H Tot 24 752 776
(3.1) (96.9) (100)
T24 24 1284 1308
(1.8) (98.2) (100)
T28 127 1162 1289
(9.9) (90.1) (100)
T Tot 151 2446 2597
(5.8) (94.2) (100)

3.3. Self-Repairs

A final piece of evidence can be de-
rived from an analysis of the kinds of
speech repairs that are made by the sub-
jects. Speech repairs involve the inter-
ruption of an ongoing utterance, some
delay, and a retracing that encompasses
an alteration of the original utterance [3].
According to the nature of the alteration
the repairs were classified as phonologi-
cal, lexical, or syntactic. It seems reason-
able to expect that if a particular type of
planning problem is predominant, the
number of errors related to this problem
that penetrates into overt speech, where
they may be monitored and repaired,
should also be relatively large. Table III
shows the number of different types of
repairs in T and H. It is clear that the
distribution of repair types differs be-
tween subjects (x* = 13.85,df =2, p <
.001, disregarding the 'other' category).
The difference is concentrated in the
categories of phonological and syntactic
repairs. Proportionally, H has approxi-
mately twice as many phonological re-
pairs as T, whereas T has almost 9 times
as many syntactic repairs as H. This out-
come supports the previous conjecture
that the sources of planning trouble un-
derlying disfluency differ between T and
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H

TABLE Hl. Self repairs involving phonological
(PHO), lexical (LEX), syntactic (SYN), and other
(OTH) alterations. Percentages in parentheses.

Corpus PHO LEX SYN OTH Total

H24 12 4 . - 16
(75)  (25) - - (100)

H2;7 13 3 1 - 17
(76.5) (17.6) (5.9) - (100)
HTot 25 7 1 . 33
(75.8) (21.2) ) - (100)

T2,4 12 5 4 1 22
(54.5) (22.7) (18.2) (45) (100)

T28 16 16 17 4 53

(30.2) (30.2) (32.1) (7.5) (100)
TTot 28 21 21 5 75
(37.3) (28) (28) (6.7) (100)

4. DISCUSSION

The results presented here support the
interpretations in [6] and [7]. There ap-
pears to be a difference between T and H
regarding the origin of speech disfluency.
T shows a prevalence of word and word
string repetitions, a relatively large
amount of sentence incompletions and a
relatively high number of syntactic self-
repairs. H, by contrast, shows mainly
word-part repetitions; he has relatively
few sentence incompletions and his re-
pairs mainly involve phonological alter-
ations. Consequently, T's disfluency
seems to be mainly related to planning
operations at sentence level, whereas H's
disfluencies appear to be associated with
the programming of word forms.

Of course it is sensible to entertain
some reserve with respect to this inter-
pretation, in view of the fact that it is to
some extent based on assumptions which
are, although they appear quite plausible,
in need of external validation. This will
be an issue in further research.

According to one of these
assumptions, disfluency results from a
breakdown of planning processes.
Alternatively, it has been suggested that
disfluencies  reflect covert repair
operations, i.e. self-repairs which precede
articulation, by virtue of the speaker's
ability to monitor so-called ‘internal
speech’ {2, 3]. This hypothesis suggests
an even closer relation between
repetitions and (overt) self-repairs than is
proposed here. The confrontation of
these opposing views should also be a
topic in further research,

It seems fair to conclude that the DFH
is too narrow an explanation of
developmental disfluency. Apart from
sentence planning, phonological
encoding may also be associated with
childhood fluency problems, which ac-
cords with certain views on adult stut-
tering (8]. It remains to be clarified,
however, what developmental process af-
fecting phonological encoding is respon-
sible for the reduction of fluency.
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ABSTRACT

This paper reports  an acoustical
investigation of the development of the
voicing contrast in Italian word initial
stops produced by three groups of
infants: premature, low-birth and
controls. The purposes of the study
were to compare the patterns * of
acquisition of the acoustic-phonetic
cues for voicing in the speech of at-
risk infants and controls and to discuss
the inter-group differences in relation to
phonological proficiency. The cues
investigated were VOT values for stops
in initial word position. The productions
of the subjects were recorded at the ages
of 18,21,24,27 months. The results are
discussed in terms of similarities and
differences among the three subject
groups, of the rate of changes in the
acoustic-phonetic cues across ages, and
in terms of the differences existing at
each age level.

L. INTRODUCTION

This research is a part of a larger
investigation  concerning  possible
effects of different handicapping
conditions present at birth on language
learning. It is well known from the
literature that newborn children at-risk
have inferior maturation level as
compared with controls, and that the
alterations of language learning and
phonology proficiency could be due to
these causes. Speech timing and its
variability as source of information
about speech motor control
development in children have been
object of much recent interest.
Developmental studies indicate that it
takes children several years to establish
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the motorcontrol skills needed to
realize phones in mature fashion.
However, the relationship between
development of accuracy in the control
of  acoustic-phonetic  cues  and
phonological development has not been
investigated extensively. The purposes
of this paper were: to compare the
patterns of acquisition of the acoustic-
phonetic cues for voicing in the speech
of at-risk infants and controls; to discuss
intersubject different results in relation
to phonological proficiency. The
measure studied was initial stop-
consonant Voice Onset Time (VOT),
which is known to be the most reliable
acoustic cue separating voiced-voiceless
stops. Apparent differences in the ages
at which similar phonemic voicing
distinctions are made across languages
may actually be the result of the
different phonetic categories employed
in those languages.

The establishment of mature VOT does
not arise from a single principle: both
speech motor control capabilities and
auditory factors are important in this
regard.

The discrepancy in VOT acquisition
between at-risk subjects and controls
can be seen as an adaptation to
perceptual constraints as well as to
production factors.

2. PROCEDURE

The total population of this study
consisted of 4 infants born at less than
37 weeks gestation and 4 full-term
weighing less than 2500 grams. A
control group of 4 children born full
term at normal weight and 4 adult aged
from 24 to 26 years also participated.
The test was administered to small (S)
and normal infants (N) at 18,21,24,27



recorded under standard recording
conditions (using Uher model 4200
portable tape recorder with Electrovoice
model 635A microphone) saying each
of 12 test words at least three times. The
test items were the following minimal
pair pseudo-words, contrasting labial,
dental and velar voiced and voiceless
stops: ‘papa, 'baba, 'pipi, 'bibi, 'tata,
'dada, 'titi, 'didi, ‘kaka, 'gaga, ‘kiki,
‘gigi. The infant and adult productions
were collected in randomized order.
VOT values of each initial stop were
measured using Sygnalize 1.2 (1988-90
by Eric Keller). All VOT values
reported here are from tokens produced
with oral and velopharingeal complete
closure.

Means and standard deviations were
computed for each syllable for each
subject group.

RESULTS

A pair-wise comparison of the VOT
means in subject groups for age level is
given below. As shown in Fig. 1 the
adults' VOTs for voiceless and voiced
stops are greater before high vowel /i/
than before low vowel /a/. Taken
together the results shown in Fig. 2.3.4.
indicate that: 1. the distinction between
voiced and voiceless stops in word
initial position emerges relatively late as
measured by differences in mean VOT
within each age group: 27 month-old
normal children have acquired all
voicing contrasts except /k/ vs. /g,
however as measured by differences in
mean VOT they still do not produce /d/
or /g/ in an adult-like manner. 2. VOT
values differed significantly between
Normal and Preterm infants but not
between Normal and Small infants. 3.
the children's standard deviations are
generally greater than the adults, and
inter-Preterm subject's variability was
greater than controls. We interpreted
these findings as further evidence that
long lead voicing is more difficult to
produce than zero or short lag voicing.
The ability to control relative timing of
the articulatory and laryngeal events
necessary for the production of voiced
italian stops (long lead) appears to be
physiologically more complex than
Initiating both events simultaneously
and thereby producing phonemically
voiceless stops. Thus, the frequent
substitution of /p/, /t/, /k/ for /b/, /d}, Ig/,
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in young children's meaningful speech
are most likely a result of speech motor-
control factors than of linguistically
based rules.
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VOWEL ACQUISITION IN FRENCH AND ITALIAN

P. Bonaventura

Department of Linguistics, University of Texas at Austin,

ABSTRACT

Disyllabic babbling and speech of 3
Italian and 3 French children has been
transcribed and analyzed in order to
evaluate claims for both basic sound-
making propensities in babbling (including
coarticulatory constraints [12]), and trends
towards target language properties.

The consistencies within the groups
and the differences between groups showed
the influence of the target languages on the
set of vocalic productions prior to the
acquisition of the first words.

The CVCV forms were more
consistent with the predictions regarding
coarticulation [12] in Italian than in French,
perhaps because of different relations
between target language patterns and basic
infant propensities in the two lan guages.

1. INTRODUCTION: GOALS OF
THE STUDY

The goal of this paper is to describe
the development of use of the vowel space
in French and Italian babies from the
babbling stage through use of the first
words. The two groups have been
investigated in order to see if they reflect
target-language influences in their babbling.

An additional question beyond the
sheer frequency of occurrence of vowels in
babbling and speech, concerns consonant-
vowel relationships: patterns of
cooccurrences of vowels and consonants in
disyllabic utterances have been analyzed in
order to test an aspect of MacNeilage and
Davis [10] "frame/content” theory of
speech production: they predicted
systematic coarticulatory constraints
between the C-V segments within syllabic
‘frames’ of early babbling (see below).

This work was sponsored by a scholarship
from the Fyssen Foundation, Paris, 1989-
9.

Yowels produced in disyllabic utterances
by 3 Italian and 3 French monolingual
children, in babbling and speech, have been
analyzed.

The data have been obtained by monthly
recordings of all productions of the children
in their home environment; phonetic
transcription of disyllabic utterances have
been used for a distributional analysis.

The consistencies of individual
patterns within groups and the differences
between groups showed the influence of
the target languages on the set of vocalic
productions prior to the acquisition of the
first words.

A general tendency in CVCV
patterns was for cooccurrence of Front
vowels with Palatal consonants, of Central
vowels with Labials and of Back vowels
with Velars in Italian babies, that seem to fit
with MacNeilage and Davis predictions
about early coarticulatory patterns. The
French children, though, depart from this
schema in Back vowels which appear
mostly after Palatal consonants.

Also, Italian children productions
are very dissimilar from target-language
coarticulatory preferences whereas French
show a closer fit and maybe evidence for an
earlier shift toward language preferred
complex articulatory abilities. -

1.1. Background

Recent studies on babbling and
speech ([2], [5], [10]) have confirmed prior
studies of babbling (e.g. [8]) showing that
there exists a favorite set of vowels in the
front central-middle /low part of the
articulatory space, that are the first to be
produced by infants: these patterns may be
universal in babbling. In addition, every
language has at least one vowel in this
region.
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In addition to some consensus on .
the preference of lower left quadrant vowel- 2.2, Data collection
like sounds, there is some general_ tendency ) )
to favor different areas of expansion on the . The French matgnal has been kindly
vowel space (i.e. toward high-front area provided by the Experimental Psychology
for English and back for Cantonese: Sqe Lab.,C.N.R.S., Paris. ) i
[51); such trends have also been tested in Two of the Italian children have
perceptual experiments [4). been recorded in Rome, by a procedure
MacNeilage and Davis theory of similar to the one used for the French
speech production [10] addresses the children in Paris: the sessions took place at
problem of coarticulation in acquisition of home, every 15-20 days, in the presence
speech : an elementary unit of speech of at least one pa'rent am:l one or two
production is postulated, a pure "syllabic experimenters; Luca's recordings have been
frame", observable in single or repeated kindly provided by the Phonetics Lab.,
episodes of mandible oscillation; when ¢ N.R., Padua.
these episodes are accompanied by )
vocalization, the basic sequence of Labial 2.3, Data analysis
consonant + Central vowel is produced. o ) ]
Elementary movements of the IPA Transcriptions of the disyllabic
tongue can cooceur with the frame provided yyterances by the babies have been stored
by mandible oscillation: pfre-fr.ontlng ?5 on MacIntos;\ compplte{, lby Iprp}ll:z ffong,
"consistently-held" tongue fronting would kindly made avai able by f. G.
iggu“ ?n a sequence o %\lveolar consonant Boulaiia, of the Institute of Phonetics of
+ Front vowel and a pre-backing, or he Charles V University, Paris.
"consistently held" tongue backing, would A distributional analysis has been
result in a Velar + Back vowel sequence. performed on the dat'aba"se by the software
The C and V segments, at this stage “Quatrieme Dimension™: ad hoc forma(t:s
("nonvariegated babbling"), would not be 314 procedures were created by Mme C.
independent, but produced with the Carcassonne of the Center of Mathematics
“frame", as a whole unit. applied to Humanities, C.N.R.S., Paris. ]
In variegated babbling, local Two analysis have been performed,
modifications due to tongue positioning on geparately on babbling and speech: ,
the front-back/low-high axes, can appear: J) Computation of total number of nge 3
in these forms, real differentiation be(tiweﬁn by classh(mne classes are considere
begins to emerge and the .BackHigh, ] ]
:Zg’n?:tss sgtart to be produced BackMiéBacklpW,CCnﬂamlgh,CenU};a}l%l
independently within the frame. , d, CentralLow, FrontHigh, FrontMid,
This view of early babbling differs Frondow). ‘ _ -
basically from the classical hypothesis on 1) Computation of child vowels in first
coarticulation in adult speech, that assumes  gyllable vs. second syllable, with rcsp;ccét 10
"a) discrete and invariant units serving aS the consonant preceding every vowqd( m:ir.
input to the system of speech production “ ¢onsonant classes have been con51l erei :
and b) eventual obscurations of the [apials, Alveolars/Dentals, Palatals,
boundaries between units at the articulatory yelars).
ic levels"{7].
or acoustic le 7] s. RESULTS

%:1.M%£§jggs Results of the vowel frequency
analysis show an overall preference for the
The subjects studied were 3 French MF'LC and MB vovyels (Fig.1) by Frencg
monolingual children, Camille, Louis and 4pd Jtalian babies, in both babbling an
Myrtille, and 3 Italian monqhngual speech: LC appear to PC more f.re’?.ue;t,
children, Luca, Francesco and Evelina. The poth in babbling and in speech; f]g eé
age range was (;9 to 1;5. numbers of LC and MB, though, are foun
An average of 4 sessions has been ‘i, Jralian than in French.
considered for each child.
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A comparison with the frequencies
of vowels in CV syllables from the most
frequent 200 disyllables in Italian (from
[3]) and from the most frequent 100 words
in  French ([9]), shows some
correspondence between the French babies
preferences for Front Vowels to occur with
A/D consonants, and the frequency of this
constraint in the language (20%); also,
Central vowels in French show high
frequencies with Labial and Velar
consonants (19- 14%), as well as in the
babies productions. In French, though,
occurrence of Central vowels is also high
after A/D consonants (19%). Finally, Back
vowels appear most frequently in an A/D
environment in French (13%), but they are
preferred after Palatals in the data.

The Italian language frequency

L4 8 L] 8 .
v 48 \ox  ax ‘:1 :u e pattern favors A/D consonants in the
) " - environment of all classes of vowels

(F:29%, C:15%; B:22%): this tendency is

- ]
el e \,'s . \:«, :.,v,\ S o ke notreflected by the Italian children.

A comparison of the percéntages
shown above (Fig.1) with the frequency of
occurrence of the phoneme classes in each
language (from [6}, [1]) shows that the LC
presence in the data reflects the situation of
the adult languages: [a] has a frequency of
31% in Italian and of 17% in French;
actually, in Italian this vowel appears twice
as often as in French.

MF vowels, the second preferred
set, have 25% frequency altogether in
Italian and 31% in French, although,
according to my classification, the French
MF space contains a higher concentration
of phonemes than the Italian one (see.
Fig.2).

Overall French and Italian patterns
are very similar, although Italian babies
have significantly less MF in speech with
respect to the French ones.

The CVCYV results (Table 1) show
highest frequency of cooccurrence of Front
vowels with Palatal consonants in Italian,
whereas in French Front vowels tend to be
articulated after Palatal and Dental
consonants.

Central vowels cooccur consistently
with Labials in Italian, but they are equally
frequent with Labials and Velars in the
French data.

Finally, Back vowels cooccur with
Velar consonants in two Italian subjects and
with Labials in Luca, whereas in French
they show a different tendency to be
coarticulated with Palatals,

4. DISCUSSION

The differences that have emerged
between the French and Italian patterns and
the English patterns reported in MacNeilage
and Davis [12] can be interpreted as
follows:

1) The higher number of LC found
in Italian with respect to French/English can
be attributed to a target-language influence.

2) The drop in MF vowels from
babbling to speech, stronger in Italian than
in French, reflects different properties of
the target-vowel spaces, as well: French
children are drifting toward a space where
four phonemes are concentrated in the MF
area (see Fig.2), whereas the Italian space
is more [a]-centered, and MF vowels are
{%I]J;esented only by two phonemes ([e]-

Overall French and Italian patterns
differ from English in the following: a) MF
are not present in high percentages in
English babbling; accordingly, MF have a
low frequency (11%) in the language.

b) The greater number of LF vowels
reported by MacNeilage and Davis [11]
reflects the high frequency of [ae] in
English; the result could also be due to the
classificatory system adopted in this study,
where both French and Italian [a)'s are
included in the LC category, even if the
French articulation is intermediate between
the English and the Italian one (see Fig. 2).
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3) The Italian CVCYV data reflect the

scenario postulated by the 'frame/content’
theory; French data, on the other hand,
show an overall preference for Front and
Back vowels to be produced in
Palatal/Dental context, and for Central
vowels to occur in Labial/Velar context.
The question therefore arises as to whether
there exists a progressive shift towards
coarticulatory patterns preferred in the
target language, as has been shown for
single vowels. .

The comparison with the
frequencies of vowels in the most frequent
CV syllables in the language shows some
evidence for a drift towards target
coarticulatory patterns for Front and Central
vowels in French children; this trend is
absent in Italian children.

This effect might be due to a slower
rate of transition from infant to adult
articulatory patterns. It could be argued that
the acquisition of coarticulatory constraints
develops after the ability to produce
independent segments is acquired: in this
view, acquisition of speech production
consists in separating segments from a
holistic production ‘frame' and
consequently reassemble them as
independent units in the speech chain.
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CONTOURS MELODIQUES DANS LA REDUPLICATION
SYLLABIQUE: ETAPES-CLES DANS L'ACQUISITION DE
LA PAROLE.

M.M Vidal-Petit

Université René-Descartes de Paris V.

ABSTRACT
Our studies on logorrhea and dyslalia
throw into light the systematic presence of
an intonation pathology.lts origin is to be
found probably in the babbling genesis
and above all during the key-period of
syllabic reduplication development. The
syllabic reduplication acquisition can be
viewed through 3 specific steps being
marked by the development of specific
melodic shapings. The longitudinal study
of some infants from 7 to 28 months of
age without disorders and of 2 infants
- having heavy psychiatric disorders have
pointed out that the coming out of the first
words seems to be conditioned by the
control of the last step described in the
syllabic reduplication acquisition.

1. LOGORRHEE ET DYSLALIE
Nos études sur des péles fluants et
- non fluants de la parole chez I'enfant
(logorrhée, dyslalie) ont mis en
évidence la présence systématique
d'une pathologie de I'intonation.
1.1.Dans le cadre de Ia
logorrhée

Nous notons [1}:

- une courbe intonative présentant un
caractére répétitif et musical. Si le
caractére musical de cette courbe se
révéle différent dans son expression,
le caractére répétitif est marqué par
l'aspect systématique du schéma
mélodique, et cela, trés souvent,
quelque soit le type d'énoncés
(interrogatifs, assertifs, etc.).

-la valeur musicale de la parole peut
selon les enfants correspondre soit

au principe de la mélodie en’

musique, soit appartenir plus au
genre de la musique tonale ou
I'harmonie et la mélodie sont réglées
par l'obligation de respecter un ton
principal. Dans ce dernier cas, la
notion de chant vient de la capacité
de l'enfant & parler tout d'abord en
maintenant une méme fréquence ou
un ton durant une iongue durée,

" maijs surtout de son aptitude 2

réaliser des pas mélodiques, c'est &
dire de passer brutalement d'un ton 3
un autre sans transition & l'inverse de
la parole usuelle.

1.2. Dans le cadre de la
dyslalie.Nous notons [2]:

-une courbe mélodique pauvre
marqueée par une double absence de
relief intonatif due 2 la faible variation
de la fréquence fondamentals le long
de I'énoncé et A la petite variation
intrasyllabique du fondamental.
L'impression de recto-tono donnée
par la faible variation du Fo se trouve
renforcée par le fréquent maintien
d'une note ou fréquence dans une
syllabe durant une longue durée
ou/et par la production de pas
mélodiques.

1.3.Discussion

Nous relevons étonnament, dans les
deux péles fluants et non fluants, la
présence de traits mélodiques
communs qui sont le maintien d'une
méme fréquence ou note

et les pas mélodiques.
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Nous constatons entre ces deux
pdles un degré quantitatif dans
f'utilisation de ces traits spécifiques.
Le pble fluant differe du pdle non
fluant par un usage répétitif
systématique de ces schémas
mélodiques lesquels ne se
rencontrent ni dans la parole de
radulte, ni dans celle de l'enfant
sans troubles agés de plus de 12-15
mois.

Chez les enfants sans troubies plus
jeunes ces schémas mélodiques
sont retrouvés lors de la
reduplication syllabique dans le
babillage, mais ils constituent alors
une étape normale.

2- LA REDUPLICATION
SYLLABIQUE DANS LE
BABILLAGE.

Une étude longitudinale d'enfants
4gés de 7 4 28 mois nous permet
d'envisager l'acquisition de la
reduplication syllabique & travers la
maitrise de trois étapes clefs.

2-1. La premiére étape se
singularise dés I'age de 7 mois par
une succession de syllabes
redupliquées produites sur la méme
note que nous pouvons représenter
selon le schéma suivant:

-— - - -

da da da da da da

2-2. La deuxiéme étape (8-9
mois) se manifeste par une rupture
tonale au sein de la reduplication
concrétisée par le passage d'une
note & lautre correspondant au
principe des pas mélodiques que
{'on peut schématiser ainsi:
da - da - da -~
da da da

2-3. La troisiéme étape (9-12
mois) se distingue des deux
premiéres par l'apparition de
contours mélodiques descendants

pouvant &tre visualisés ainsi :

AN = =~
ta ta ta ta @

Le dernier contour d'une série de "ta
ta" est souvent marqué par un
allongement sur la derniére syilabe
pouvant indiquer I'assertion, la
résolution, la finalité etc...

La maitrise de cette étape
conditionne et annonce dans la
parole des enfants I'apparition
massive et rapide de contours
complexes syllabiques ainsi que
celle des premiers mots ou de leur
ébauche au niveau du signifiant
attendu en regard du signifié
designé.

Progressivement la production des
schémas mélodiques de la premiére
et de la deuxiéme étape va diminuer
puis disparaitre définitivement au fur
et & mesure de l'augmentation de la
fréquence d'apparition des contours
ascendants,descendants, complexes
et des premiers mots.

La prise en compte et la confirmation
de limportance de cette troisiéme
étape nous sont apparues & travers
'étude de 2 enfants présentant des
troubles psychiatriques graves.

3- CAS DE 2 ENFANTS
AUTISTES

3-1. Etude du premier cas

- L'apparition de la premiére étape a
eu lieu vers 9 mois et s'est
maintenue trés longtemps.

- L'apparition de la deuxiéme étape
se situe & 18 mois coincidant
parfaitement avec celle tardive de la
marche & quatre pattes. 1l est & noter
que l'enfant se déplace sans
regarder devant lui la téte tournée de
coté. La mére signale sans que nous
ayons pu le vérifier que ['enfant
prononce [ma ma] pour maman, [pa
pa] pour papa et [abwa] pour & boire.
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- L'apparition de la troisidme étape
intervient seulement & 28 mois aprés
l'acquisition de la marche. Un mois
plus tard nous relevons fréquemment
des contours variés, montants et
descendants, de types exclamatifs,
assertifs, interrogatifs, ainsi que
I'apparition des premiers mots
comme [gato], [bato], [mama].

3-2. Etude du deuxiéme cas
Nous n'avons pas pu mettre en
évidence aussi nettement une
corrélation entre les étapes motrices
de cet enfant et le passage d'une
étape de la reduplication & une autre.
Cet enfant a été par ailleurs moins
bien suivi en raison des contraintes
données par la famille. Néanmoins fa
troisiéme étape intervenue 4 30 mois
va amener comme chez les enfants
sans troubles et chez le premier
enfant autiste, une explosion
langagiére.

4- CONCLUSION )
Nos études sur des enfants sans
troubles et sur 2 enfants autistes
semblent bien montrer que
l'apparition des premiers mots est
conditionnée par la maitrise de la
troisieme étape décrite dans
I'acquisition de la reduplication
syllabique.
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HOW SLAVIC PHONETIC TYPOLOGY CHANGED THROUGH CONTACT

Herbert Galton

Institut fur Slawistik der Universitat Wien

The most important changes charac-
terizing Slavic such as the many
palatalizations and the vocalic op-
position contrasting back and front
vowels especially in endings are
not independent developments, tho'
some’ of them are perfectly compati-
ble with the I,-B, character ef the
language, but are frankly due te
an imitation of Altaic (more pre~
cisely,, probably Proto-Turkic)
speech habits where they can be
explained by the agglutinative
morpholggy, This latter was not
imitated by the Slavs, though, as
being entirely alien to an inflex-
ional I,-E, idiom, Huns and Avars
dominated the Slavs for the four
eritical centuries ca. 400-800 A.D,

In this talk we will proceed
from the assumptien, which I have
tried to justify elsewhere, that
there was indeed a Balto-Slavic
language speken in & gialect con-
tinugm in Eastern Europe, roughly
from the shores of the Baltic to
somevwhere north ef the Black Sea,
s8till in the first half of the first
nillenniua A.D.

I cannot, of course, supply a
phenological system of Balto-Slavic
any more than anybody else, but
have to proceed from the one at-
tributed to the parent tongue in
I16), 31-64, with due allowance
for some changes which may be as-
sumed te have intervened in the
Tormation ef Balto-Slavic, £121,
6%7and £ 103, 22, have character-
ized I,-E, by and large as a con-
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sonantal type of language, and an
inspection of the inventories given
both by Szemerenyi and Gamkrelidze-
Ivanov would seem to bear out such
a judgment, Thy type of I.-E.from
which Blt,-S1 developed had at
least three rows of velars (guttur-
als) , whether we adopt those post-
ulated by the former or the latter
authors, In either case we arrive
at about a dozen velars ( I 16 1,64,
I51, 34) and six to eight alveol-
are and labials; furthermore, there
are spirants, ef which the latter
authors have three, all of the hiss-
ing sibilant kind, the former one,
Plus two nasals, liquids and glides
each, for a total of 25-29 conson-
ants, as opposed to the five card-
inal vowels, long or short, plus
diphthongs (none in Slavic any more
than Altaic), There are no hush-
ing sibilants er affricates in eith-
er I,-E, system,

It is of particular interest
to us that although palatal(ized)
consonants may be attributed at
least to a part of Proto-I.-E,.,
their reflexea in Slavic certainly
show no palatalization, thus prasg
‘pig' ang zima ‘winter' with Satam--
I.E. *k’, *g’h are not in any way
to be considered palatalized in
Proto-Slavic, No incentive seems,
therefore, to have come for palatal-
izatien from the parent tongue, al-
though many of its daughter idioms
have undergone such a process, 8o
that it cannot have been in cenflict
with its evolutionary tendencies,
There is, of course, a physiologi-



cal foundation for such a tendency,
and that is the broad adaptability
of velars to the influence of ensu-
ing as well as preceding vowels, be-
cause their acoustic lecus is espe-
vially apt to adjust itself to its
environment(I 3 1,67, 114, 124,133),

To this day, Lith, has e.g.
kim$tas 'stuffed' against 0,C.S.
e‘gsts, skystas 'liquid' vs, Jisty,
from the same root alse Slavic clists
‘clearing', or, with the voiced
counterpart, gelti 'to prick' against
Com,S1, *Z¢dlo 'sting', or geld
‘pain' against 0.C,S, Zals. It'is,
therefore, in my opinion not enough
to say that the velars simply were
palatalized in Slavic, and that this
feature distinguishes it from Baltic,
but we have to find the cause of
this difference, which cannot lie in
the initial system, For the mere
anticipation of the vowel articulat-
tion mst originally have been the
same in both branches, but eventu-
ally led to different phonemes in
Slavic presumably many centuries be-
fore what palatalization there evelv-
ed in Baltic, There cannot have been
many more "empty slots™ in the South
than in the North, The effect was
both earlier and much stronger in
Slavic, although it eventually also
did percolate to the North, especi-
ally to Latvian,

However, Blt,-S1, had already
added to the stock of I,-E, spirants
in the shape of a /3/, as a result
of the change of /s/following the
so-called r-u-k-j formula, consist-
ing in an adjustmentof its upper
formant to that of these sounds if
they immedtiately preceded (L 101,
30). Also here the physiological/
acoustic conditioning can be explai=-
red, but does not suffice for a sta-
ment of causality, Since it is a
very old change and fell still with-
in the period of Blt.-Sl. neighbour-
hood with Indo-Iranian tribes, which
likewise carried it out, Burrows (L
231,79)excludes a coincidence in the
change s > s, which means that the
link is causal; it is significand
that the more northern Baltic has
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carried it out
much less systematically, and not

shared in the subsequent Slavie
development 8 > x (ch) before back
vowels, This also goes to show
that the Slavs were much more sen-
sitive to the division of vowels
into back and front, and that the
/8/ in Slavic became a palatal
vwhich was in some sort of harmony
with its environment.

Agein, the physiological me-
chanism is not far to seek, In
his 8till unrivaled "Slavische Pho-
netik", Olaf Broch (L 1 1,59)states
explicitly that the boundary line
between /%/ and /x/ (ch) is fleet-
ing, and that a small change in
the positionof the articulating
organs can bring it about, If an
ever greater part of the tongue tip
is bent down from the area of the
teeth and alveolae, he says, in-
volving a bigger concentration of
the bulk of the tongue in the post-
erior area, the /§/ will be seen
to gradually change into the velar
fricative, The question remains
for us to be tackled as to why the
Slavs should have carried out such
a shift, which their Baltic cous-
ins did not, It was carried out
before back vowels, which apparent-
1y did not combine very well with
palatals at a certain stage in the
genesis of Slavic, This change,
then, shows a strong degree of ad-
aptation between the consonant and
the tautosyllabically following
vowel,

Nor is this the only example
of its kind, The three Slavic pgl-
atalizations, for which we will fol-
low the traditional order, show the
same sensibility, only to front
vowels, in the case of the third
even extending to preceding /i/,
with due allowance for the labial-
ized character of the following
one which prevented it, We notice
that the first is carried out in a
true neogrammarian spirit all over
the Slavic territory, while the
second and the third seem to fade
in the Far North of the Slavic
world, as becomes more and more



clear from the birch-bark writs ef
the Novgorod and Pskov arealSl,118.

Another sound which is suscept-
ible to the effects of its vocalic
environment is the /1/, which in
Slavic split into two phonemes /1/
and /1°/, the first with a hara al-
lophone 111, the second palatal and
due to a mefger of 1 + 3, It is im-
portant to realize that say liste
'leaf! differs by this consonant
and not by the vowel from the second
syllable of vol’i 'to the will’,
I make a special point of this, be-
cause there is a teaching of an al-
leged Slavig: - synharmony of the syl-
lable about, according to which en-
tire syllables in Proto-Slavic were
either hard or soft (labio-vehris-
ed vs, palataliged), so that their
symbols can precede the notation of
the whole syllable, How does this
theory account for such facts? Are
there different degrees of syllabic
harmony, greater in /1°1/ than in /
/1i/ with its neutrsl phoneme? Bew
sides, under the auspices of this
theory we are always treated to tho-
oretical examples like say ta - ¢ u.
ny - Ai, which, if put together,
vould y yleld Japanese rather than
Slavic words, Slavic remained true
to the I,-E, type in that, however
much it may have opened its syllables
at the coda, it permitted very re-
spectable sequences ("clusters®) at
their beginning, where no reductien
occurred; do we have say in ra-zdru-
8i~ti 'to destroy' a labio-velarized
syllable °zdru- as against a palatal-
ized ‘zdra- in razdrasiti 'to solve'?
The great Dutch slavicist N.van Wijk
(t181,25) explicitly mentions cases
like 0.C,S. brags 'shore’, where the-
re is absolutely no reason to attrib-
ute even a mere phonetic palataliz-
atiom to the initial /b/, while ful-
ly admitting, of course, that the ef-
fect of front vowels also en direct-
ly preceding non-velars must have been
stronger in Proto-Slavic than in the
other I.-E, languages, without chang-
ing their phonemic status,

The palatal consonants arose
from palatalizations, as in the case

of velars, or sequences of alveolars
plus /3/, end for this, I might add,
there was no ready pattern in I,-R.,
all those moves~were Slavic innpvat-
ions which aet off that idiem fiom
Baltic aml were essential In cchstite
uting Slavic as such, With the: dif-
ferent results ef some of thesai se-
quences we cannot concern purselves
here, suffice it to say that the re-
sults were at first all pllltll in
all subgroups, in cluding the /3t/,
/%4/ of 0,C.S., and the question now
remains as to where this strang ef-
fect of front vovels gid /,1/ has come
from. About this, van Wijk says 1€}
that we do not imew whence such a
strong effect of vowels on preZ®iling
consonants has come; Remapn Jakebson
151 in a vay answered this question Ry
placing Slavic within a wider Burasi-
an setting, and in his turn, P..Ivid
(I71,51) has taken up this suggestien,
but would like to knew when, where,
and under what histerical circumstan-
ces such an influence has taken place,

The answer to Ivié's very pertin-
ent questien can presumably be sup-
plied by a reference to the histori-
cal circumstances under which the
Slava lived in the oritieal peried,
roughly from 400 to 800 A.D. A first
ansver has been supplied by Scheles-
niker 1143, who believes, though,in
the synharmonism of the Slavic syl-
‘lable, but i.a, correctly upprocu-
tes the importance of the changs *u
> /y/ (for which there was no "case
vide"), as well as of the progress—
ive (Altaic) direction of the third
palatalization., Again in the case
of the former change, it cannet be
sufficiently stressed that the term
"delabialization” explains absolute+
ly nothing, but is a mere label,

In the period in question, the
Slavs were dominated by various Al-
taic tribes, foremost the Avars,
whose empire came to an abrupt ent
shortly before 800, but before that
by Buns (who also roped in the Slavs
for military service, cf.f1%1,p.2%0)
Bulgars and Khazars, This vas net
a matter of mere neighborhood er some
-stratum, but certainly at least in
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the case of the Avars an interpenet-
ration affecting the Slavic anthropo-
logical type and - most importantly-
involving the language of command un-

der which these "sqalab® (I111, 225
2383 'slaves' latlr 'border guards's

"of the Avars were sent into btattle
for their masters all over the bord-
ers of their vast empire, which as a
result brought about a largely unita-
ry lingua franca - Slavic,

We can proceed from the assump-
tion that all those peoples were Tyrk-
ic (thus Abaev in 165,141), bowever,
the picture would not be changed in
its overall outlines if they had been
Mongols in view of their languages'
phonetic nearness at that time (1171,
91), Now the morphological structure
.of thess languages is dominated by
&gglutinatien, one of whese conse--
quences is that the vowels of the
morphemes attached to the stem must
share its tack vs, front character,
This"results in vocalic eppositions
L,y (S1avic value) : i, e : 'é,
u: U, plus an /e/ about which there
is some argument. The consonants of
these morphemes underwent a strong
assiiilatory effect of the vowels,
vhich comes to the fore in the eld-
est, Runic, alghabet of the 01d Turk-
ic inscriptions in the Orkhon and Ye-
nisei valleys of the VIII.ct., where
we find two letters each represent-
Ingb b, g-g’, d -4, k -¥,
1-1", n-n",r-r, 8 -8,t -t
etc. There is a respectable array
of sibilants and affricates s, z, 8,
5, &, a7 (17, 78), which should in
my opinion make it clear where the
model which the-Slavs sought to imi-

tate came from.

However, I still maintain that
the imitation was not absolute and
vas limited to the phonetic inven-
tory plus phonotactic rules, but ex-
tended neither to the agglutinative
nature of the Altaic languages nor
affected Indo-European syllable
structure in the initial part, nor
introduced a synharmonism of the
syllable, The correlation of pala-
talization constitutes a later de-
velopment.

REFERENCES

111 BROCH,0.(1911), "Slavische Pho-
netik”, Heidelberg.

I21 BURROWS,T.{1963), "The Sanskrit
Language”, London,

I51 FANT G.(1973), "Speech Sounds
and Features", Cambridge, Masa,

1417 GABAIN, A.von (1974), "Alttur—
kische Grammatik™, Wiesbaden.

151 GAMKRELIDZE T.,V, - IVANOV V.V,
(1984), "Indoevropejskij jazyk
i indoevropejcy”, Tbilisi.

161 ISAEV M,I, - TENISEV E.R,(1990),
"0Ossetica-Turcica”, Voprosy Ja-
zykoznani ja, Ne. 6, p.140-143,

I7N IVIC,P.(1965), "Roman Jakobson
and the Growth of Phonology",
Linguistics 18, p. 35-78.

181 JAKOBSON, R. (1971), "Remarques
sur 1'évolution du russe”, Select-
ed Writings I, The Hague,

I91 JANIN V.L, - ZALIZNJAK A.A.,(1986)
"Novgorodskie gramoty na bereste®,
Moskva.

T10) LAMPRECHT, A.(1987), "Praslevan-
Stina, Brno.

111 LEWICKI,T.(1956), "2rddla arab-
skie do dziejow gYow. Wroclaw,

1121, POHL, H,D. (1986), "Zur Typo-
logie des AltbulgiDie slav,Spra-
chen 10, p. 61-70,

I131 POPPE,N, (1960), "Vergleichen~
de Grammatik der sltaischen Spra-
chen? Teil I: lautlehre, Wiesbaden.

1141 SCHELESNIKER,H.(1975), "Turanis-
che Einflusse im urslav,Sprachsys-
tem) Wiener Slav,Jahrbuch 21,237-41,

I151 SLOWNIK STAROZYTNOSCI STOWIAN,,

(1964), crticle op Hun by Zak,
1161 SZEMERENYI, O, ?1980 , "Einfuhe

rung in die vergleichende Sprach-

- wissenschaft”, 2d ed,, Darmstadt,

I171 3CERBAK, A.M., (1970), "Sravni-
tel’naja fonetika tjurkskix jazy-
kov”, Leningrad,

1181 WIJK, N, van (1911), "Zum ursla-
vischen sogenannten Synharmonis-
mus der Silben", Linguistica slo-~
vaca 3, p. 41 - 48,

165



AN EXPERIMENTAL STUDY OF PRONUNCIATION OF
STANDARD RUSSIAN

L.A.Verbitskaya

Leningrad State University,

ABSTRACT
The study produced on the
basis of a computer version
of Russian Derivational

Dictionary
variation

[1]. Analysis of
in the pronuncia-
.tion of borrowings that
contain hard or soft conso-
nants followed by the vowel
/e/ is presented. Some
theoretical implications
relevant to the linguistic
system of Russian are cosi-
dered. '

Standard proﬁunciation in
spite of 1its tendency to

remain stable cannot but
react to a constant change
of the sound system. As a
result, pronuncia- tions
formerly considered collo-
quial or dialectal, become
fully accepted today. This
constant sound change pre-
sents a problem for the

description of the system,
especially for prescribing a
standard.

In recent decades we have
observed the process of the
emergence of a unified pro-
nunciation standard. A num-
ber of 1its features owe
their origin to the 1lin-
guistic system.

Russian, as well as other
languages with a long-stan-
ding tradition, has many
borrowings from foreign
languages; +they amount to
10-20% of the wohle lexicon.

USSR

Many of +them constitute an
integral part of the lexicon
and are judged foreign only

by origin. Examples: wMeTp
(metre), azpec (address),
ryabTypa (culture). Most of

them follow the sound pat-
terns of the words of Rus-
sian origin but there are
some whose pronunciation is
somewhat different.

Of great interest to this

study is the pronunciation
of borrowed words containing
hard or soft consonants
before /e/. In words of
Russian origin only soft
cognates can occur in this
position. Examples: /v’era/

Bepa (belief), /na stol’e/
Ha cTtone (on the table) etc.
Hard consonants before /e/
in such borrowings as Tepmoc
(flask). kagpe (cafe) are,
therefore, a new feature of
Russian pronunciation, but
they are, at the same time,
the result of the process
caused by the linguistic
system of Russian. A combi-
nation of a hard consonant
with /e/ . is not an alien

feature of Russian, on the
cont- rary, it is a poten-
tial feature of the Russian
sound system which 1is evi-
denced by such existing
words as xecTb /Zes 't/
(tin-plate), mecTs /8es 't/
(six), mect /sest/ (pole)
etc.

As any linguistic pheno-

menon, pronunciation of hard
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or soft cognates bofore /e/
follows some rules. There
exist_factors that influence
the choice of hard or soft
consonants. These factors
can be divided into three
groups: 1) phonetic factors,
among which the type of the
consonant in question seems
to be the most important.
The position of this conso-
nant as regards stress is
also relevant; 2) morpholo-
gicial factors., i.e. whether
the borrowed word has
acquired declension para-
digms in Russian; 3) lexical
factors, i.e. the time of
the borrrowing and the deg-
ree of assimilation of the
word in the Russian langua-
ge.

As has been shown in
special studies, the choice
between hard and soft cog-
nates before /e/ does not
depend on the language from
which the word has been
borrowed. The choice seems
to depend on such individual
features as the level of
eucation, age and place of
residence of the speaker.

There are grounds to
believe that pronunciation
of borrowings with the vowel
/e/ follows the rules dif-
ferent from those applied to
the basic vocabulary. Great
variation in their pronun-
ciation makes
tion of the rules especially
difficult. They are ,more
- complicated +than those app-
lied for the words of Rus-
sian origin because they are
statistically determined and
require a lot of data on the
pronunciation of each word.
Therefore, the first stage
of the study was to get an
exhaustive 1list of the bor-
rowings with hard and soft
consonants followed - by the
vowel /e/. ,

The material for' the
study has been taken from
Russian Derivational Dic-

the formula-

tionary(2) that contains 119
PYd words segmented into
morphemes. The dictionary
has a great number of bor-
rowings. With the help of a
computer a list of all ent-
ries with rhe vowel /e/ in
the room has been made. It
consists of 25 214 words,
including borrowings. For
further analysis only the
latter have ©been selected.
This final list includes 8
275 words in which 2 295
roots with the vowel /e/
occur; all the items have
been arranged in alphabeti-
cal order. 1 @57 roots are
represented by one word in
the dictionary, 894 roots
occur in 2 to 5 words; one
root (MeTp) 1is represented
by 355 words.

The list has been arran-
ged as a card-index: it
gives information on the
time of borrowing, the lan-
guage from which the word
has been borrowed, the pro-
nunciation of the word, the
degree of its assimilation
in the Russian language etc.

During the experiment
each subject was asked to
give his own variant of the
pronunciation of every item
in the list. All these pro-
nunciations have been

analysed and compared with
the data in the card-index
and with the information
about the subjects: their
age, level of education
etc., as well as with the

pronunciation of these words
in the pronouncing dictio-
nary (2]..

Results

1) The choice of a hard or
soft cognate before /e/
depends on the articu-
latory type of the conso-

nant: about 80% of all the
dentals before /e/ were hard
consonants.

2) The frequency of occu-
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rance of hard cognates 1is
greater in stressed syliab-
les. L
3) Hard /s/, /x/, /n/, /n/,
/£/ occur in words having no
declension para- digms.
Examples: o¢pukace (fricas-
see), amépe (scent), KkamHe
(scarf), KoHCcOMe (consom-
mee), kxade (cafe).
4) More often a hard cognate
occurs in words known to the
subjects but seldom used by
them in their own speech.
Thus, +the experiment has
demonstrated that the ten-
dency for the occurence of
hard rather than soft con-
sonants before /e/ in bor-
rowings in present-day Rus-
sian seems to be very
strong, and, I believe, it
cannot be ignored in teac-
hing standard pronunciation.
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AUDITORY ANALYSIS OF COMMUNICATIVE
MEANINGS IN PREVERBAL VOCALIZATIONS

Y. Isenina

State University of Ivanovo, USSR

ABSTRACT

The aim of the research
was to investigate the com-
nmunicative meanings defined
in the acts of communica-
tion (CM) and intonation of
70 preverbal vocalizations
of five Russian 14-22
months old children by
means of auditory analysis.
The determination of CM in
context and in isolation
significantly differed for
PV of negation, asgreement,
request but not for emotio-
nal PV of displeasure, joy,
anger, admiration. There
are two types of PV:diffuse
and clear-cut.

1o INTRODUCTION

Vocalizations are sounds ut-:

tered by a child in the pre-~
verbal period, The acoustic
approach to the investiga-
tion of preverbal vocaliza-
tions is being replaced by
functional and semiotic ap-
proaches (2,5,6). The expe-
riments showea that prever-
bal babbling is a means of
perceived speech prosody
mastering (8), When the :
child is 7-8 months 014 the
parents correctly perceive
the vocalizations of requesy
hunger and surprise (5).
These works gave us the op-
portunity of putting for-
ward the hypothesis that in
the preverbal period the
child masters in vocaliza-

tions a number of CMs cor-
responding to the Clis of
verbal utterances. The aim
of our research were the
following: 1. by auditory
analysis to investigate the
correspondence between the
child vocalization CMs and
the CMs of some Russien ut-~
terances; 2, to investigate
the intonation of the deter~
mined PV and compare it
with the intonation of the
corresponding Russian utte-
rances. In order to achieve
the first goal the indepen-
dent experimentators had to
determine the CMs of PVs
using the full context and
then Russian informants had

- Yo recognize different

types of PVs in context and
in isclation., In order to

“achieve the second aim the

Intonation parameters mar-
ked by the informents were
compared with the intonation
of the corresponding types
of Russian sentences.

2+ PROCEDURE

At child's home the experi-
mentor described in a low
volice the situation of the
communication, the child's .
gestures, the expression of
his face, the direction of
the gaze, his actions and
the actions of the adults

" before and after PVs. Every

session lasted 1,5-2 hours.
The child's PVs, the speech
of the adults and the expe-
rimentior's words were
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tape-recorded., 400 communi-
cative acts of 5 children
aged 14-22 months were re-
corded, After the analysis
of all the contexts of the
communicative acts by two
independent experimenters
five types of CMs in PVs
were determined: agreement
or positive answer to some-
body's question or request;
- demand or request; the re-
quest to label an object;
negative answer to somebo-
dy's question; the request
to repeat the Jjust spoken
sentence.

The vocalizations expres-
sing the following emotions
were also singled out by
the experimentors who took
the full context into con~
slderation: Joy, admiration,
displeasure, anger., The ex-
perimental corpus consisted
of 20 vocalizations with
emotional meanings (4,5,6,
5 of every type of the emo~
tional meanings) and 50 vo-
calizations of the other
above mentioned meanings
(10 PVs of every type).
Both types of PVs were re-
corded on two tapes in rane
dom order.

Forty nine Russian infor-
mants took part in the ex-
periment, Twenty one infor-
mants listened to 50 PVs
and the description of the
communicative situation
contexts, 25 informents lis-
tened to these PVs in isola-
tion. In comparison with
the independent experimen-
tors who judged the mea-
nings of PVs using the full
context, the context produ~
ced for the informents con-
sisted only of the descrip-
tion of the situation, and
the words of the &dult,The
behaviour of the mother end
the child after the communi-
cative act and also the
child's mimics and gestures
when they could point direc-
tly to the type of vocali-

gzation were not given (for
ex,~nods and shakes,angry
expression of the face and
80 On)e

The instruction was as
follows: ~ Listen to every
vocalization twice and de-
fine its CM., The informents
were supplied with a list
of meanings determined by
experimentors, The number
of every PV (produced on &
card by the experimentor
when the PV was perceived)
wag to be written opposite
its meaning in the 1list if
this meaning was determined
by an informant. The same
instruction and procedure
were carried out when the
informants listened to the
emotional vocalizations.

Three another informants
(the graduates of the philo-
logical department speciali-
2ing in phonetics) listened
to the PVs in isolation and
graphically represented the
changes in voice-pitch
(rise, fall, rise-fall,fall-
—rises; tenseness (tense,
lax); loudness (loud, soft);
the voice register (high,
middle, low).

3« DATA PROCESSING AND RE-

SULTS

There were 33 tables made
dealing with the number of
PVs 1n context and in isola-
tion defined "correctiy" -
in the same way as experi-
mentors., At first we had to
verify whether the infor-~
mants defined the mesnings
of the vocalizations at ra-
ndom or according to their
stable perceived qualities.
If the PVs of every type
were guessed at random then
not more than two of ten
could be guessed correctly
because the relation of the
number of PVs of every type
to the number of PVs of all
the types would be 1:5,Sta-
tistical testing of the hy-
pothesis about the part of
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the variants (7) showed

that both in context end in
isolation communicative mea-
nings were not guessed at
random. Stetistical analy-
gis (according to T-White
criterion (3) showed that
the results of determinig
PV meanings in context (ex-
cept emotional PV signifi-~
cantly (pP-0,05) differed
from the results of deter-~
ming these meanings in iso-
lation. The results of de-
termining the emotional mea-
nings in isolation did not
differ significantly from
the results of the percepti-
on in context. The mean num-
ber of correct guesses of

PV of displeasure in isolat-
ion X-81%3in context-X-82%;
anger-i-Sé%r(in isolation);
X~06% (in context); joy-x-84%
(in isolation); %-T4% (in
context); admiration-®-68%
(in isolation), X-80% (in
context).

4. DISCUSSION

Perceived in isolation the
request to repeat the part-
ner's words is the most ea-~
sily determined PV (the
mean number of correct gues
ses X~81%).The request to
label an object (X~36%) was
being mixed with other re-
quests and demands.Agree-
ment or positive answer (X-
40%) was being mixed with a
denial or a negative answer
(X-33%).But the PVs of ag-
reement pronounced with the
intonation of Russian utte-
rance "“aha"and the PVs of
refusal pronounced like
Russian utterance "ne-a"
were perceived without fai-
lures, In order to answer
the question why though not
being determined at random
these kinds of PVs were yet
being mixed up and percei-
ved significantly worse
than in context one should
consider their graphic ana-
lysis.

As for emotional PVs in
isolation those expressing
anger (X-56%) were being
mixed with another negative
emotion similar to it but a
milder one-displeasure (X-
81%), the seme can be said
about admiration (%X-68%)
end pleasure (X-68%).

In graphic representations
of 3 informants the coineci-
dence in guessing &ll the
parametres was 80% (loud-
ness « x~80%, tenseness~X-
83%, the changes ih voice-
pitch~%~86%, the voice re-
gister-x-56%).

In order to understand our
data we turned to the rep-
resentation of the intona-
tion of the corresponding
types of meani in Russi-
an utterances (1), The re-
quest to repeat the words
in Russian is conveyed with
the help of a high level
rising tone. The same tone
was represented in the in-
formants*' analysis of PVs.
That is why this kind of PV
was correctly perceived in
isolation.

Short negative answer or
refusal in Russian is expre-
ssed by a falling tone or &
rising-falling tone corres-
ponding to the Russian word
/s e a/ which means ™no".
The informants represented
the intonation of all the
negative answers as falling
but in case of /e &/ corres-
ponding to the Russian word
/n e &/ as rise~fall.

The intonstion of the requ-
est to label an object can
be compared with the intona-
tion of Russian questionss’
And this one? And you?which
have a falling tune. The in-
formants also represented
this kind of request PV as
falling. Requests and deman-
ds in Russian have a fall-
ing tone for demands and &
rising tone~for requests.In
the same way they were in-
toned in PVs, As both the
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requests to label an object
and the general request
have a falling tone they
were mixed up.
The tone of agreement or a
positive answer in Russian
can be falling and rising,
The same kinds of tomes
were defined by the infor-
mants in PVs and that is
why they were mixed with
PVs ~ negative answers or
refusals, In three cases
the intonation of PV
corresponded to the Russian
word /5’h A/ with the mea-
ning "yes" and had a rise-
fall tone.
In the Russian language dif-
ferentiating features of
different types of intona-
tional structures of an ut-
terance are the direction
of the vowel tone and the
distributions of tone le-
vels of the precentral part
centre and postcentral
parts. In PVs neither pre-
central or postcentrasl
parts are observed. That is
why the context is necessa-
ry to define the meaning of
meny PVs.

6. CONCLUSION

The results of the data
analysis made it possible
to draw the conclusion that
PVs have diffuse and clear-
-cut meanings. Diffuse mea-
nings have PVs expressing
enswer to & question inclu-
ding agreement, positive
answer and denial., They
have a rising and a falling
intonation and are easily
mixed up.

Such Clis of PVs as "a requ-
est to repeet the wordd, PVs
with the meaning of agree-
ment (Russian /o’ha /) and
with the meaning of denial
(Russian /h e o/) could be
determined without any con-
text. Their sensory patter-
ns had been formed and were
informative enough to be re-
cognized without a precent-

ral or postcentral parts of
the utterance. Requests,de~
mands and requests to label
should be included into one
diffuse group. As for the
emotional meanings of the
PVs (anger,joy,displeasure,
adoration) it appears that
their sensory patterns were
formed as they were success-
fully perceived both in iso-
lation and in context.

In this work PVs were analy-
sed and compared with the
Russian intonation mostly
according to voice pitch.
The role of tensness,voice
register and loudness may
be the topic of further in-
vestigation.
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ABSTRACT

Assuming that speakers tend to
preserve the communicatively
important aspects of speech, time
pressure seems to be a promising
experimental tool for isolating
the important aspects of intona-
tion. Linguistic hypotheses
concerning the optionality of
accent and boundary marking pitch
movements were tested by having
subjects read aloud stimuli in a
normal and fast rate. Speakers did
not economize on accent lending
pitch movements, but 40% of the
boundary marking pitch movements
disappeared under time pressure,
reflecting the linguistic hierar-
chy in obligatory and optional
intonation phrases.

1. INTRODUCTION

We assume that speakers under time
pressure will keep unimpaired
those parts of the speech signal
that are the most important. By
comparing normal and fast (read
aloud) speech we hope to isolate
the more important aspects of
intonation. In the present exper-
iment we concentrate on the
question if less important accent
or boundary marking pitch move-
ments disappear sooner under time
pressure than important pitch
movements.

2. LINGUISTIC BACKGROUND

2.1. Optionality of Pitch Accent
Movements

The notion of integrative accent
[1,2] offers an opportunity to
distinguish between more or less
important accent positions. For
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example, in the sentence:
(1) There is a tear
trousers
presenting new information, the
most important accent lies on tear
(the ‘exponent’ [2], the constit-
uent on which the integrative
accent is placed). The complete
utterance can be put into focus,
i.e. made important, by just this
one accent. However, speakers can
choose to highlight other parts of
the sentence separately, by
placing additional pitch accents
on embedded exponents (here on
trousers). We formulated the
hypothesis that speakers under
time pressure can omit pitch
accents that correspond to focus
domains that can be incorporated
into a higher-order focus domain
(hypothesis 1).

It is known that a strong
correspondence exists between the
distribution of new and given
information and accent placement:
pitch accents generally highlight
parts of the sentence containing
new information. However, under
certain circumstances it is accep-
table to put given information
into focus by a pitch accent [5].
Assuming that pitch accents high-
lighting new information are more
important than pitch accents
focussing given information, we
expect speakers to economize on
the latter (hypothesis 2).

in your

2.2. Optionality of
Marking Pitch Movements
Speakers use boundary marking
pitch movements to highlight
communicatively important breaks

Boundary



in the speech stream. We adopted
the phonological theory of proso-
dic domains (4] to get a grip on
differences in importance of
prosodic boundaries. The theory
presents a range of hierarchical
prosodic domains (from "Syllable"
to "Phonological Utterance"), of
which the "Intonational Phrase"
(henceforth ’I’), the domain of
intonation contours, is likely to
be marked off with a phonetic
boundary. The I is a relatively
free domain; "root sentences" and
"obligatory I’s" (cf. [4), p
188£ff.) obligatorily form I's, but
the I can be restructured, i.e.
split up in a number of smaller
domains, as a consequence of - for
instance -~ lowering of the spea-
king rate. This restructuring
process is optional, but not
completely free; it is limited to
positions with a certain syntactic
structure. Generally, the optional
I-boundaries can occur after a
noun phrase (but one cannot
separate an obligatory argument
from its head) or before an embed-
ded sentence (but an NP may not be
broken up). The higher the spea-
king rate, the smaller the oppor-
tunity to restructure an I. From
this theory of I-domains we
derived the hypothesis that
boundary marking pitch movements
can dissappear under time pressure
when located at an optional I-
boundary (hypothesis 3).

3. METHOD
To test hypothesis 1, eight
stimuli were constructed of the
form:
(2) (Weet je wat die gekke broer
van mij5 heeft geda?n? Hij heef})
een ou de Citroén’ met wvoor -
wie}aandrijvigg voor z'n vrien-
din® gekocht”. (Know you what
that crazy brother of mine has
done? He has an old Citroen with
front-wheel drive for his girl-
friend bought.)
The superscript numbers indicate
the degree of ’embeddedness’
('DEMB’) of the possible pitch
accents’’. A pitch accent on 1
(the exponent) can not be omitted,
2 to 5 are regarded as optional
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(hierarchically, 5 is considered
the easiest to omit). The context
sentence has the function of

presenting part of the stimulus
sentence (not parenthetical) as
new information.

To test hypothesis 2, another
four sentence pairs were made:

(3) (Salman Rushdie is na lange
tijd weer in de openbaarheid ver-
schenen.) De schrijver bood in
een televisie-interview zijn
excuses aan./ In een televisie-
interview bood de schrijver zijn
excuses aan. (Sa Rushdie has
after a long time again a public
appearance made. The writer
offered in a television interview
his apologies).
The wunderlined parts of the
stimulus have the same referent as
the subject of the context sen-
tence (in parentheses). Because we
did not know what the influence of
the sentence initial place of the
given information in the test
sentence would be, the stimulus
was repeated with the given
information in sentence medial
position®’.

To test hypothesis 3, six small
texts were constructed, consisting
of one to four rather long senten-
ces. Configurations for obliga-
tory'’ and optional I-boundaries
('1IB’) were systematically varied.
As obligatory I's, appositions and
nonrestrictive relative clauses
were used (indicated with 7[00’ for
the left boundary and ’]0’ for the
right boundary), next to root
sentences ('JR’'). The end of a
noun phrase (’]NP’) and the begin~
ning of an embedded sentence
(’(S'?) were regarded as optional
I-boundary positions. Two addit-
ional syntactic configurations
were systematically varied in the
stimulus material. In a pilot
experiment we found pauses at
places which could not be describ-
ed in terms of optional I-boundary
positions, but only as: an S’
within a long noun phrase
("([s'])’) and the beginning of a
prepositional phrase (’(PP’). Both
configurations were regarded as
optional I-boundary positions.

The stimuli were printed on



separate cards, using only full
stops and capitals, refraining
from other punctuation marks, in
order to avoid gquiding the sub-
jects in placing boundary markers
as much as possible (a rather
complicated text without any
punctuation marks is virtually
impossible to read aloud). Six
subjects read the stimuli aloud in
a normal and fast speaking rate.

4. ANALYSIS AND RESULTS

Two phonetically trained listeners
independently marked pitch accent
positions and boundaries in the
relevant parts of the material. A
third judge gave decisive judge-
ments in those cases were the
other two markers did not agree
(13%). The first author transcrib-
ed the pitch configuration at
each boundary in terms of the
Dutch intonation grammar [3].

TABLE 1. Frequency of plus and
minus accent scores in normal (N)
and fast (F) speaking rate for the
five grades of predicted optional-
ity (DEMB, cf. section 3).

no accent| accent

DEMB| N F N F

1 - - 48 48

2 6 1 42 47

3 42 39 6 9

4 1 3 47 45

5 4 5 44 43

TABLE 2. Frequency of plus and

minus accent scores in normal (N)
and fast (F) speaking rate for
words containing new information

(INFO 1), sentence~initial (INFO
2) and sentence-medial given
information (INFO 3).
no accent| accent
INFO| N F N F

1 27 39 165 153
2 - - 24 24
3 4 3 20 21

A hierarchical loglinear analysis
of the data in table 1 shows that
the effect of speaking rate on
accent placement is totally
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insignificant (z=.034, p=.488),
The same type of statistic anal-
ysis was performed on the data in
table 2. Again, the factor spea-
king rate proved insignificant
(z=-.024, p=.492).

TABLE 3. Total number of potential
boundaries (N), percentage of

boundaries realised in a normal
speaking rate and percentage
thereof deleted under time pres-

sure, broken down by seven types
of I-boundary (IB, cf. section 3).
IB realised|deleted| N

1 IR 100 % 2% | 42

2 [0 80 % 13 % | 30

3 )0 96 % 9% | 24

4 NP 58 % 61 % |114

5 [s’ 64 % 57 % | 36

6 ([s") 67 % 38 % | 12

7 [pP 34 % 77 % | 90

8 g 3% 77 % |846
The strongest reduction in boun-

dary marking occurs at ordinary
word boundaries (@) and at the
beginning of prepositional phras-
es. The end of a root sentence is
almost always marked, as are the
edges of appositions and nonres-
trictive relative clauses. 1In
between lies the group of opticnal
I's, extended with the category
'S’ in NP’. ANOVA shows that the

effect of I-boundary type is
significant, F(7,231=17.6),
p<.001. Newman-Keuls post hoc

analysis shows further that there
are no internal differences among
the obligatory boundaries (types
1,2,3), nor among the optional
boundaries (types 4,5,7,8).
However, type 6 (’S’ in NP’) does
not differ from either of these
two groups (p<.05).

In both normal and fast tempo-
conditions approximately 95% of
the perceived boundaries received
a boundary marking pitch movement.
Normal/fast boundary pairs were
subjected to a further analysis,
exploring the possibility that
complex boundary marking pitch
movements used in normal speech
would be replaced by simpler
movements in fast speech. Typical-



ly, the type of pitch movement
remains the same in both speaking
rates, with the following excep-
tions:

- If a boundary marking rise
(’2', cf£. [3]) p 73) is followed by
a declination reset, generally the
reset vanishes in fast speech.

~ When the boundary is marked by
a late rise plus a non prominence
lending fall (’2B'), approximately
a third of these boundaries gets
the simpler configuration of high
declination plus fall (‘@B’).

5. CONCLUSIONS
We reject Thypothesis 1: when
reading aloud fast, speakers do

not economize on the number of
pitch accents placed on embedded
exponents. We also reject the
second hypothesis: the accent
distribution on given information
is the same in both speaking
conditions. Simply counting the
number of pitch accents realised
under time pressure is apparently
not sensitive enough a method to
bear out differences in communica-
tive importance of pitch accents.

The third hypothesis can be
accepted. When a speaker is under
time pressure, the number of
boundaries dropped is approximat-
ely 40%. Boundaries disappear
mainly at optional I-boundaries,
i.e. FO-markers on optional
boundaries are more likely to
disappear under time pressure
than markers of obligatory boun-
daries. Of the PP-boundaries one
third are marked, which indicates
that prepositional phrases can
play a role in restructuring I’s.
Two thirds of the positions with
the structure ’(S’ in NP’ are
marked by a boundary in the normal
speaking condition, forcing us to
abandon the linguistic restriction
that disallowes the formation of
I-boundaries at the beginning of
an embedded sentence, that inter-
rupt a noun phrase.

Finally, boundary marking pitch
configurations tend to be simpli-
fied when the boundary remains in
fast speech. Changes in shape of
accent and boundary marking pitch
movements will be the objects of
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our future research; as a first
approximation we shall examine
differences in excursion size of
pitch accents in relation to our
linguistic hypotheses.
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APPROFONDISSEHENTS SUR LA CoO-

VARIATION ENTRE F0 KT

DOUBLEMENT CQNSONANTIQUE DANS CERTAINS DIALECTESITALI!HS

Amedeo De Dominicis

Université de Pise, Italie

In (1) dABSTRhCT
and (2} I show

in some Italian dialezgsttzz
occurrence of the phono~
logical Phenomenon called
Raddoppiamento Fonosintatti-~
Co (+RF) is marked by an Fo
contour; it differs from the
one which s Superimposed
upon the contexts where the
RF lacks (~RF). These tonal

features are

not
redundant king, For thgg
purpose, I propose an
experiment dealing with

synthetic speech, The goal
is to verify if, b

modifying Fo upon +RF conZ
texts, speakers recognize a
-RF and vice versa.

é. HYPOTHESES
ans {1] et (2) je

1'hypothase suivaite?roggsg
de nombreux dialectes, le RF
serait conditionné par 1le
contour intonatif relatif ay
contexte phonologique
immédiatement contigu a 13
consonne affectée par le
phénomane (contexte V#C:V)
La nature de ces trait;
1?tonat1£s est contrastive
c’est A Qdire qu'il n'exist;
Pas un seul contour tonal du
RF qui soit. valable pour
tous les dialectes: dans
chaque dialecte, la

manifestation du
contextes V#C:V)RF é:g
accompagnée d'un contour

intonatif di
fférent;
toutefois a 1'intérieur d'un

méme dialecte, ce con
est tout A fait dlfférentog:
celui gqui accompagne les
contextes phonologiques op
le RF ne se manifeste pas
(contextes V#CvV).

Les travaux cités
laissajient en suspens une
question: celle qui concerne
le statut théorique soit du
contraste tonal entre
contextes V#C:V et VECV soit
de la relation entre ce
contraste et le phénoméne du
RF a l'intérieur d'un mene
dialecte, - Il s'agit
d'établir si le contour
intonatif est simplement un
trait redondant gu RF, ou
bien 8'i1 est - comme je le
Crois - un trait distinctif
et une contrainte de 1la
manifestation du RF dans le
cadre d'un dialecte donné.
Ici je me propose de rendre
compte de 1la vérification
que  j'aj conduite A ce
sujet.

2, MATERIAUX

Les matériaux utilisés sont
trois phrases extraites de
l'enregistrement du récit
populaire de "Saint Pierre
et le jambon" (de [31: 275).
Le récit est produit par 1la
voix d'un locuteur parlant
le dialecte d'Introdacqua
(AQ), dans les Abruzzes.
Introdacqua est un village
od le dialecte est encore
fort enraciné,
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A la sulte d'un travall
d'analyse spectrographique
que j'avais conduit dans ma
recherche précédente sur ce
dialecte [11, j'avais
remargqué que dans la plupart
des cas la situation est la
suivante. Le type V#CV est
1ié A un contour de FO0 plat,
tandis que 1le type V#C:V
1'est au ton descendant.

Le corpus se base sur
un exemple du type V#CV
(ta#p2d): /ftu prasotts ne jJ
ta pardutd prOprjs n3funa/
("ce jambon, vraiment
personne ne l1l'a perdu"); et
un exemple du type V#C:V
(a#'$4e): /rij'ett a 'ssesa
‘krafta/ ("il retourna A
Jésus-Christ”).

3. EXPERIENCE

30 sujets ont participé A
1'expérience. C'étajient tous
des habitants d'Introdacqua,
agés de 27 a 80 ans. Ils ont
été classés dans trois
groupes d'age, établis par
certaines conventions: 10
"jeunes" (5 hommes et 5
femmes), de 27 A 35 ans; 10
"adultes" (5 hommes et 5
femmes), de 36 A 45 ans; 10
"personnes agés" (5 hommes
et 5 femmes), de 46 A 80
ans.

Chaque sujet a écouté 3
couples de phrases. Les
phrases avaient été
partiellement manipulées, A
1'aide d'un éditeur de
parole synthétique, en ce
qui concerne les valeurs de
durée et de F0. Ces valeurs
ont été opposées du point de
vue de leurs effets
perceptifs.

Le couple 1 se base sur
le matériel: /rijtett a
'$+esd ‘krafta/. La phrase 1
est le signal original & ton
descendant sur /ag'ite/,
donc un exemple du type
V#C:V (cf£.(1]); la phrase 2
présente une modification du

ton sur /a#'3je/ qui est

ascendant, tandis que 1la
durée de la consonne
affriquée (%) reste
inchangée.

Le couple 2 se base
toujours sur /rijlett a
'$3esa  'krafta/. Dans 1la
phrase 1 le ton sur /a#'s$te/
est inchangé: i1 est
descendant; par contre, 1la
durée de la consonne
affriquée (%) est modifiée:
elle est réduite de moitié,
Dans la phrase 2 le ton sur
/a#'33e/ est modifié: il est
ascendant; la durée de 1la
consonne affriquée (%) est
inchangée.

Le couple 3 se base sur
le materiel /ftu prasotta mne
b ] 'a parduta propris
na funa/. Dans la phrase 1 le
ton sur /'a#parduta/ est
modifié: descendant; la
durée de la consonne
occlusive (p) est inchangée.
Dans la phrase 2 le ton sur
/ta#parduta/ est inchangé:
il est plat; en revanche, la
durée de la consonne
occlusive (p) est modifiée:
elle a été doublée.

BAprés avoir écouté 1le
couple 1, les sujets
devaient indiquer la phrase
od /%/ dans /a '3$tesa/ est
plus long. Ils devaient en
faire autan avec le couple
2. Par contre, aprés avoir
écouté le couple 3, |ils
devaient indiquer 1la phrase
od /p/ dans /'a parduta/ est
plus long.

4, RESULTATS ATTENDUS

Le but de cette expérience
est de vérifier si, par
suite d'une modification de
l'intonation sur les

. contextes +RF, les sujets

arrivent a percevoir un -RF

et vice versa. ]
La réponse attendue est

toujours la phrase 1 dans
les trois couples.

179



5. RESULTATS

Tableau 1: TOTAL.
oh L Réponses
rase Phrase 2 Abst
gouple 1 17 (57%) 2 (6%) 11 (;giion
Couple 2 11 (37%) 4 (13%) 15 (50%)
ouple 3 14 (47%) 7 (23%) 9 (30%) __J
Tableau 2: JEUNES.
oh Réponses
rase 1 Phrase 2 Abst
Couple 1 4 (40%) 0 6 ?6:::10“
2h 2% 3h 3f
Couple 2 4 (40%) 0 6 (60%)
2h 2f 3h 3f
Couple 3 2 (20%) 4 (40%) 4 (40%)
2h 2h 2f£ 1h 3f
Tableau 3: ADULTES.
oh L Réponses
rase Phrase 2 Abstent
Couple 1 5 (50%) 0 5 (Sg:)ion
5f Sh
Couple 2 0 2 (20%) 8 (80%)
1h 1f 4h 4f
Couple 3 5 (50%) 2 (20%) 3 (30%)
5¢ 2h 3f
Tableau 4: PERSONNES AGRES.
oh L Réponses
rase Phrase 2 Ab
Couple 1 8 (80%) 2 (20%) 0 stention
4h 4f 1h 1f
Couple 2 7 (70%) 2 (20%) 1 (10%)
c 3h 4f 1h 1f 1h
ouple 3 7 (70%) 1 (10%) 2 (20%)
4h 3f 1h 2f
Tableau 5: HOMMES.
oh X Réponses
rase Phrase 2 Abst i
gouple 1 6 (40%) 1 (6%) 8 :5::; on
couple 2 5 (34%) 2 (12%) 8 (54%)
ouple 3 6 (40%) 5 (34%) 4 (26%)
Tableau 6: FEMMES.
oh L Réponses
rase Phrase 2 Abstent
Couple 1 11 (73%) 1 (6%) 3 ?zfz)ion
Couple 2 6 (40%) 2 (12%) 7 (48%)
Couple 3 8 (54%) 2 (12%) 5 (34%)
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On formulera les
remarques suivantes:
- Une forte abstention
surtout chez 1les "jeunes"
et les "adultes" (en
particulier "hommes" plutot
que "femmmes").
- Un fort matching des
résultats obtenus avec ceux
qu'on attendait, en ce qui
concerne la catégorie des
"personnes agées".
- Moindre abstention et
meilleur matching avec les

résultats attendus, en ce
qui concerne les réponses
de 1la catégorie "femmes"
par rapport A celle des
*hommes"”, mais seulement
dans la catégorie d'age
"adultes".

6. CONCLUSIONS
~ L'hypothdse est validée

du moins dans le groupe
"personnes agées",
- Naturellement les

résultats obtenus sont plus

eloignés de ceux qu'on
attendait dans 1le cas du
couple 2 et encore plus

dans le cas du couple 3.
Mais tous ceci ne constitue
pas un probléme, car la
complexité de la tache
crott dans le couple 2 et
surtout dans le couple 3.

- I1 faudrait se demander
pourquoi les résultats sont
aussi différents entre
"personnes agées" d'un cOté
et "jeunes-adultes"” de
ltautre.

En outre
montrent

ces données

différence
frappante entre les
réponses des hommes et
celles des femmes du groupe
"adultes"”,

une

Probablement, il s'agit
simplement d'une issue
classique des études
dialectologiques et

sociolinguistiques:
a) la norme dialectale est

gardée plutot chez les
locuteurs plus Aagés; les
autres, plus jeunes,
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présentent des
interférences avec la langue
standard.

b) les femmes montrent
généralement une attention
et un compor tement
linguistique plus soigné
gue les hommes, qu*il
s'agisse de vérifications
ayant pour objet la
compétence linguistique

standard, ou qu'il s'agisse
de semblables vérifications
perceptives ayant toutefois

pour objet le dialecte
local (cf£.[4): 91). En
particulier, dans an

contexte social dominé par

ltémigration masculine,
comme celui d4'Introdacqua,
les femmes "“adultes" sont
les seules gui restent et
gardent la norme
dialectale, que les hommes

"jeunes" et "adultes" ne
mattrisent plus car, en
général, ils ne rentrent au
village qu'a l'occasion des
vacances.
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This p . ABSTRACT

IS paper aims at putting forwar,

pitch parameter, which gis the a?):orllgt‘:
value of the Fo gradient in the lexical
word. Three sets of reading instructions
which become more and more exacting
with regard to discourse intelligibility, do
not upset this parameter prevalence, but
neverthc}cs§ €xer: a significant modulz;tion
on the distribution of the three paramete
analysed in this study. ®

é.é Igﬂ]‘RODUCTION
Jencralement les études quj orten:
ll analyse du pitch (oy Fc:)(z’apxl))uiemt :ll::
es valeurs moyennes calculées sur 1’en-
semble de Ia voyelle, sur Ia partie stable
centrale [5], ou aux deux-tiers [4). Parfois
encore 3 références sont prises, aux
gonuél:es €t au centre de 15 voyelle [é]
] ans I’étude que nous avons menée sur
es relations de coincidence numériques
g,ntée 6 modeles prédictifs (2 syntaxiques
mz ur::n}ggzgz,i(ll prag[rznlatique) et les para:
ues {2], nous pr
outre les paramétres de l’énergli)eoel:osg rlz:
gurée,' €t les paramétres mélodiques
Fclassrques" du. maximum de Fo (ou
oM) et Fo moyen (ou Fom), un nouveau
paramétre mélodique qui s’est révélé tres
efficace, 3 savoir Ia valeur absolue dy
Ig);?gggé de Fo (ou 1AFol). Ce nouveay
paramt x?;c:j:a S<%ans cette étude relatif aux
Lexpérimentation porte sur un texte' de

) 'Le lexte est Ie suivant : “p
biologistes et d’éminents zoologistes

dans l'ac'tuelle classification des nombreuses
especes vivantes, Ceg longs vers prosperent sur le
plancher marin des zones Sous-marines profondes
Des sources thermales chaudes'y maintiennent.
une température moyenne levée.”

30 mots lexicaux composé de 3 phrases et
de 11 “groupes minimaux”, Nous rap-
pelon;; [1] que ces groupes minimaux sont
définis syntaxiquement et prosodique-
ment comme les groupes syntaxiques de
Plus bas niveau, immédiatement supé-
rieurs 4 la structure superficielle, éven-
tuellcrpent associés avec le groupe
Syntaxique suivant de manitre 2 former
une structure de 5 syllabes, nécessaire et
suffisante pour I’autonomie prosodique
du groupe. Trois consignes de lecture ont
€t€ présentées 212 locuteurs (1° lecture
naturelle et antelligible 2° lecture tras
intelligible 3° lecture trés tres intelligible
pour un ordinateur). Avant Penregis-
trement, les mots les plus spécialisés ont
été explicités, si besoin était, car I’expéri-
mentation ne portait pas sur la compré-
hg:nS{on du texte, mais sur la commu-
nication de cette compréhension, autre-
ment dit, sur le “fairc-comprendre"’.
Les 36 enregistrements organisés en base
de données, ont ¢ segmentés et étiquetés
par un expert-phonéticien.

2. CHOIX DE
MELODIQUES S PARAMETRES
L’étude dans’son ensemble analyse 14
parameétres mélodiques qui se subdivisent
en3 types (valeur absolue du gradient de
0, maximum de Fo et Fo moyen), en
trois localisations (ensemble du mot
syllabe ﬁn‘alc. “contour”), et deux con-
textes de référence (le texte et 1a phrase).
Ec_:s contextes de référence définissent en
ait deux espaces de réduction des valeurs
numériques, réduction qui concerne aussi
bien les modeles que les paramétres
mélodxquqs. Compte-tenu de Ia petite part
¢ connaissance que véhicule chaque
modele pris isolément, et de toutes les
Sources de variabilité tant linguistiques
qu extra-linguistiques, un espace A quatre
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niveaux nous a semblé correspondre a un
juste compromis. o )
L’ensemble de ces combinaisons aboutit &
18 parametres, mais le nombre a été réduit
A 14 par suppression de Fo maximum et
Fo moyen dans le contour et dans les
deux contextes de référence.

En outre de maniere A rendre égales les
conditions de sélection de ces divers
parametres en vue d’une comparaison
inter-locuteurs, les frontiéres des items
ont été localisés 2 1I’écran en prenant soin
de ne pas relever aux bornes de ceux-ci,
— qui sont souvent le lieu des valeurs
numériques extrémes—, les unités phoné-
tiques réputées non voisées, de méme que
les /d/ qui leur sont postérieurs, le
voisement du premier ou I’existence du
second relevant de la variabilité locuteurs.
Dans cette communication nécessairement
réduite par rapport & l'autre [2], nous
n’envisagerons que les 3 types de para-
metres (IAFol, FoM, Fom) en neutralisant
contextes de référence et localisations.

3. CRITERES DE REALISATION
DES PARAMETRES. CONTEXTE

DES PHRASES

Le paramere AFo est certainement le

parametre le plus délicat A réaliser pour le

locuteur dans la mesure ot il exige de

positionner au sein des pentes mélodiques

croissantes et décroissantes le temps de
quelques ms deux cibles qui sont i la fois
par rapport au mot lexica! des extrema
absolus (et relativement inverses), et par
rapport & la chaine mélodique de la phrase
et du texte, des extrema relatifs. Lorsque
pour une raison ou une autre, 1’effort est
trop grand, les locuteurs positionnent une
des deux cibles, en 1’occurrence le maxi-
mum de Fo, en une position clé du mot
lexical. Lorsque ces conditions sont en-
core trop difficiles, il suffit alors d’ajuster
au besoin par approximations successives
grice au feed-back, les valeurs mélodi-
ques moyennes du registre voulu pendant
I’énonciation des unités phonétiques voi-
sées du mot, soit un temps considé-
rablement plus long. Ces 3 paramétres
IAFol, FoM et Fom semblent en fait se
comporter comme les avatar$ progressive-
ment détériorés d’un méme processus.

En ce qui concerne les phrases du texte,
on remarque que la phrase 1 a la propriété
2 1a fois d’&tre 1a plus longue (de I’ordre
de deux fois) et de détenir les mots les
plus spécialisés. La phrase 2 posséde le
lexique d’acces le plus facile. La phrase 3

est la plus courte mais présente une
information inattendue.

4. METHODOLOGIE D’ANALYSE

Les combinaisons modele/parametre of-
frant le plus grand nombre de coinc-
dences ayant été retenues, le principe
d’analyse consiste A suivre d’aussi preés
que possible 1’évolution de la distribution
des modeles et des paramdtres qui leur
sont liés. Le groupe minimal est 1’élément
de base, nécessaire et suffisant, pour étre
la cible d’un changement de stratégie,
mais dans la majeure partie des cas, il se
combine & d’autres pour former des
macro-structures signifiantes qui fournis-
sent précisément le support & I’expression
de la stratégie mise en oeuvre par le
locuteur.

Dans ces conditions, 1a méthode de travail
consiste & sélectionner pour le premier
groupe minimal, la meilleure combinaison
modele prédictif / paramétre mélodique,
—meilleure au sens numérique—, et
ensuite 2 trouver pour le ou les groupes
suivants, le meilleur compromis entre ces
meilleurs taux de coincidence et les
principes de cohésion et de cohérence du
systéme qui poussent 3 conserver le cadre
conceptuel et mélodique, c’est-a-dire le
meilleur compromis entre la dynamique et
I’économie du systéme.

4. RESULTATS

L'étude présente se limite A 1’analyse
générale de la distribution des paraméetres
mélodiques tous locuteurs confondus, en
fonction des consignes de lecture et des
phrases. Nous comparerons les para-
métres sous I’angle de leurs pouvoirs
explicatifs.

Le graphique 1 ci-dessous présente les
pourcentages moyens relatifs des trois
paramétres, toutes phrases confondues,
en fonction des 3 consignes. Alors que les
débits moyens ralentissent trés sensi-
blement, nous constatons que les effectifs
des consignes 1 et 3 restent voisins. Les
débits de parole (plus pauses) varient en
effet tous locuteurs confondus, respec-
tivement de la consigne 1 31a 3,de 2.23 2
1.82 puis 2 1.05 mots / seconde. 1l ressort
des pourcentages que le paramdtre IAFol
correspond en consignes 1 et 3, 2 58 ou
59% des observations totales des 3 para-
métres, alors que Fom ne compte que 152
17% de celles-ci. FoM quant 2 lui, reste
trés stable puisqu’il recueille 25 et 26%
effectifs, score invariant en consigne 2
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Graphique n° 1 ; Pourcentages moyens
relatifs des groupes minimaux  tous
locuteurs confondus, toytes phrases
confondues, en fonction des trois types
de paramitres mélodigues, Valeur
;:)so'lue dud gradient de Fo (ou |AFo}),
aximum de Fo
(o Fom, (ou FOM) et Fo moyen

(25%). Par rapport aux effectifs des
autres consignes, la consigne 2 opére
donc une augmentation de ceux de |AFol
(§8%) au dépens exclusif de Fom (7%).
L évolu;:on de la distribution des effectifs
d'es trois paramgtres montre donc dans
P’ensemble etindépendamment de I’évoly-
tion de la distribution des modales linguis-
tiques, que I'effet des consignes de
lectpre. s"il joue considérablement sur le
débit de parole, ne modifie pas du tout ay
tout le choix des parametres. La consigne
2 toutefois représente une réponse (ver-
sion pméms mélodiques) 3 la premigre
exigence d’augmentation de Pintelligibilit
en favorisant au prix de la difficulté de
réalisation, le paramatre le plus délicat 2

POURCENTAGES RELATIFS DE GROUPES MINIMAUX

PARAMETRES
MELODIQUES

80 PHRASE 3
“*+« @ CONSIONE t
v e CONSIGNE 2
% ==~ CONSIGNE 3
L
20
(]
———
PARAMETRES
MELODIQUES AF0 FoM Fom

Graphique n° 2 a 4 Pourcentages
moyens relatifs des groupes minimaux
tous locuteurs confondus en phrase 1
(graphique 2), en phrase 2 (graphique
3), en phrase 3 (graphique 4) , en
fonction des 3 consignes de-P’énoncé et
des  trois types de paramétres
mélodiques, Valeur absolue du gradient
de Fo (ou |AFo]), Maximum de Fo (ou
FOM) et Fo moyen (ou FOm),

mettre en oeuvre, IAFol. La consigne 3
apporte une autre solution qui ramenant
les effectifs des parametres a ceux de la
consigne 1, privilégie, indépendamment
du domaine conceptuel des modeles
linguistiques étudié par ailleurs [2], le
paramé:tre durée de réalisation des unités
phonétiques et des pauses.

Les graphiques 2 2 4 montrent I'effet des
consignes sur chacune des phrases. Le
graphique 2, trés proche du graphique 1,
maximalise les effectifs de IAFol avec
respectivement 63 2 61% des effectifs
totaux pour les consignes 1 et 3, et 72%
pour la consigne 2.

Le graphique 3 montre que la distribution
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des effectifs en consigne 1 est globa-
lement intermédiaire des effectifs des
consignes 2 et 3. De manitre générale les
effectifs de |AFol sont, quelle que soit la
consigne, toujours inférieurs (la four-
chette est comprise entre 40 et 62%) a
ceux de la phrase 1. Il est intéressant de
constater que cette dégradation se fait au
profit du parametre qui ne requiert pas le
moins d’attention puisque Fo maximum
cannait une nette progression au dépens
également de Fo'moyen. La consigne 3, la
plus contraignante de toutes, révele une
perturbation assez remarquable puisque,
exceptionnellement, FoM recueille les
pourcentages les plus grands (42%) au
détriment de IAFol (40%), évolution néga-
tive qui alimente aussi Fom (18%).

Le graphique 4 qui illustre la phrase 3 est
caractéristique. Dans les conditions de
lecture naturelle ‘et intelligible (consigne
1), les effectifs de IAFol sont toujours
prédominants, mais depuis la phrase 1, ils
ne cessent de décroitre, ce qui peut
facilement s’expliquer par les caracté-
ristiques des phrases elles-mémes ou
encore I'effet fatigue (respectivement 63%
-> 54% -> 50%). Lorsque les consignes
de lecture exigent plus d’intelligibilité, le
contrdle de I’utilisation des paramétres se
révele plus ferme. Il s’opére alors un re-
tournement de tendance et les effectifs de
|AFol augmentent sensiblement (50% ->
70%) au détriment exclusif de Fom (36%
-> 15%). La consigne 3 prolonge I'effet
en augmentant encore les effectifs de |AFol
(70% -> 81%) au dépens de Fom mais
aussi de FoM et dans les mémes
proportions (15% -> 9%).

Si ’on analyse ces résultats en prenant en
compte d’une part la succession des
phrases et leurs caractéristiques propres, il
apparait que 1° le contenu de I’information
de la phrase 1 est communiqué avec une
grande attention en utilisant dans la
proportion globale de 2 fois sur 3, le
paramétre de IAFol 2° dans les conditions
de lecture naturelle et intelligible, ’effet
d’un contexte moins difficile (et sans
doute aussi de la fatigue) se fait progres-
sivement sentir de la phrase 1 & la phrase
3, détériorant progressivement les perfor-
mances de |AFol 3° une consigne de
lecture “moyennement” contraignante
(lecture trés intelligible) a pour effet de
potentialiser en moyenne les ressources
des locuteurs et d’augmenter trés sensi-
blement la proportion de IAFol dans les
phrases 2 et 3 4° une censigne encore

plus stricte (lecture trés trés intelligible
pour un ordinateur) a inversement I’effet
de radicaliser les comportements de la
consigne 1, en accusant fortement la
détérioration attestée en phrase 2, mais
inversement le relichement substantiel de
la tension en cette phrase 2 a pour effet de
recréer les conditions favorables 3 une
attention plus soutenue en phrase 3, ce qui
est effecivement réalisé comme le montre
1a sélection massive de IAFol (81%).

5. CONCLUSION

Cette communication a révélé I'efficacité
d’un nouveau parametre mélodique, qui
se définit dans le cadre du mot lexical, et
qui est la valeur absolue du gradient de
Fo. Ce parametre est sélectionné par les
locuteurs dans les proportions globales de
2 fois sur 3, alors que le maximum de Fo
représente aussi les deux-tiers des effec-
tifs restants. Des consignes de lecture plus
contraignantes ne remettent pas générale-
ment en cause sa suprématie mais
modulent de maniére significative la dis-
tribution des effectifs de ces 3 paramétres.
Ce paramétre posseéde la propriété d’expri-
mer de la maniére la plus adéquate, la
relation entre d’une part 1’organisation
cognitive des informations (approximées
par les modeles) et d’autre part 1’orga-
nisation mélodique de la chaine parlée,
mais mobilisant de ce fait fortement les
facultés d’attention des locuteurs, il est
nécessairement relayé par d’autres para-
metres moins exigeants, mais aussi moins
expressifs.
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ABSTRACT
The units of all the sub
Sys-
tems of language, prosodyyin

pagticular, are viewed

this paper as subprocesses 22
operations in the complex
Speech production mechanism
Each operation is determineé
by its aim, so the hierarchy
of the units follows the hie-
rarghy of the aims. The ope-
rations are reproduced repea-
tedly in the functioning of
language, and the mechanism
of tpe relations of the units
;::algst;nvariable,irrespect-

° e func
of the sycpoun tional state

i. INTRODUCTION

anguage as a syste
speech production isy dygamgg
not only diachronically but
synchronically as well: it
changes the structural ang
gunctional state of its units
in accordance with the
thought content,communicative
p;gport and the situation in
31:::. the intercourse takes
The main factor that
language as a systemic oggzg:
is its function (aim), that is
the production of the text or
t@e utterance, treated as ga
@1n§ma1 text. In other words
it is " the actualization an&
materialization of the
thought content in a given
situation. The aim of the

system, coordinated by the
more complicated system “man-
society - reality "( part of
which is language itself),
determines the position,struc-
ture and functions of all

the units of the particular
systems and subsystens of
language.

In our experimental and theo-
retical studies of English,
Byelorussian and Russian
prosodic units the position
of the prosodic system and
its components -~ temporal,
accentual, rhythmic, tonal
and pausal subsystems - is
defined ag parallel to the
system of unilateral semantic
( content ) units and the
System of bilateral, sign
units on the horisontal plane
of speech production. On the
other hand it functions pa-
rallel to the system of pho-
hemes on the vertical plane
and forms together with the
latter the hierarchy of
bhonological units of lan-
g:age [1}.

bPresent there is no agree-
ment among linguists ag to

the set of distinguishable
pProsodic units and the rela-
tions between them in the

phonological hierarchy. In
this paper I make an attempt
to give my interpretation of
Prosodic units as well as a
general presentation of the
:g::e:tia izocessual prosodic
n
Tongom in e functioning of
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2.THE FUNCTIONING OF PROSODIC

another. At the same time

UNITS structures serve as patterns
The specific function of pro- ( rules ) of grouping
sody in language is to inte- microprosodemes and when op-
grate segmental units into posed to one another, form a
larger segments on all the paradygm in each subsystem.
levels of speech production ~- Besides the elements and
the level of the syllable, structures as units of
the word level and the utte- expression, the prosodic
rance level -, to transform a subsystem ( tonal in parti-
segment into & unit of a high- cular ) contains semantemes

er level and to differenti-

i.e. generalized meanings of

ate segments. But the distinc- definiteness/indefiniteness,

tive function is not charac-
teristic of all the units and
levels of prosodic hierarchy.
In thése three functions pro-
sodic units are qualified as

unilateral units of expres-
sion.
Unlike these, the prosodic

units of the utterance ( e.g.
tonemes, contouremes ) func-
tion as linguistic signs and,
consequently,take part in the
production of both the formal
and the semantic structure of
the utterance.

The interaction of different
subsystems of prosody in
fulfilling the common
communicative task is
determined by their identical
structure on the one hand,
and by the specific quality
and functions of their units,
on the other hand. Common to
all the subsystems is the
presence of two types of
units - elements ( micropro-
sodemes ) and structural
complexes of elements or
" phonological syntagms "
{ macroprosodemes ) .

The first type includes
syllable chronemes,accentemes
tonemes. The second type is
represented by temporal, ac-
centual, rhythmic and tonal
structures. The structures as
syntagmatic units contain the

rules of positional and combi- unit of the rhythmic

natory variation of micro-
prosodemes as well as the
variation caused by the inter
action of one subsystem with

finality/nonfinality, comple-

teness/incompleteness, etc.

The prosodic mechanism of

language is aimed at establi-

shing relations between the

formal and the semantic units

of prosody, i.e. at the pro-

duction of the prosodic
structure of the utterance or

that of its meaningful part.
Utterance prosody is formed
by the interaction of all the
prosodic subsystems, starting
from the 1level of the syl-
lable, and stands out as a
polycomponental and poly-
functional sign unit.

The processual character of
all the prosodic units is
conditioned by the syllable -
the basic point of prosody.

Due to the integrative
quality of its temporal com-
ponent ( syllablechroneme )

it demonstrates the mechanism
of the interaction between
phonemes and prosodemes. The
syllable chroneme is the
elementary unit of the tempo-
ral subsystem of prosody [2].

It forms macroprosodemes -~
temporal structures (of wo;ds,
., rhythnic units, intonation

groups, utterances) and indi-

cates the tempo of speech:
The temporal (syllabic)
structure of the word is

transformed into the minimal
subsys-
tem - the rhythmic group -
when rhythm is stress-timed.
- The new, temporal quality of
rhythmic groups, as minimal
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units of utterance rhythm is

their relative isochrony,
which does not depend on the
number of the syllables,

whereas in the temporal struc-
ture of words and rhythmic
groups viewed as macroproso-
demes this factor is signi-
ficant. When rhythm is
syllable-timed the syllable
chroneme functions as a
minimal wunit.

Actually, the rhythmic struc-
ture 1is derived from the
interaction of the temporal
and accentual structures.

The relations between the ac-
centene, the two parallel
structures and the sign they
constitute take the form of a
structural frame, or a cell
in the general structure of
language, thus demonstrating
the principle of organization
of a particular subsystem on
the horizontal plane and the
interpenetration of adjacent
subsystems on the vertical
plane.The number of the cells
on each 1level correlates
with the number of the micro-
prosodemes that take part in
the production of the sign
unit. The higher the 1level,
the 1larger the number of
the prosodic units.

So in the process of organi-
zation of the utterance the
prosodemes of a lower level

( both elements and struc-
tures ) provide a basis for
the prosodemes of a higher

level: the syllable chroneme,
as a measure of linguistic
time, conditions the occurren-
ce of the accenteme; the ac-
centeme initiates the toneme.
Similar are the links between
the structures of these units,
whereas the structures of one
subsystem acquire the status
of minimal units on each

higher 1level. A particular
subsystem on each level can
therefore be regarded as a

two - level subsystem with

dynamic objects (Cf [3]).

3. CONCLUSION

The systemic description of
prosody, i.e. the functional,
elementaristic and structural

analyses combined make it
possible to give a more
precise presentation of
prosodic hierarchy as: 1) a
hierarchy of the prosodic

subsystems conditioned by the
levels of speech production;

2) a hierarchy of the
subsystems on each level of
speech production; 3) a
constitutive hierarchy of
micro- and macro-prosodemes;
4) a subordinative hie-
rarchy of microprosodemes

within macroprosodemes.
Moreover, it permits to re-
consider such linguistic prob-
lems as speech segmentation,
semantic structures,variant -
invariant relations.

The units of the prosodic sys-
tem as subprocesses in the
complex mechanism of speech
production can be presented
in the form of algorhythms,
which can be helpful in deal-
ing with problems of applied
linguistics.

4. REFERENCES

[1] METLYUK, A. (1987},
"Vzaimodejstvije prosodiches-
kikh sistem v rechi bilingva",
Minsk: Vishejshaja shkola.
[2] METLYUK, A. (1989),
"Prosodicheskije .jedinitsi
kak podprotsessi v jazikovoj
sisteme porozhdenija teksta”,
Problemi dokazatelstva i
tipologizatsii v fonetike i
fonologii, Moskva:Akademija
Nauk SSSR.

{3) MESAROVIC,M.D.,MACKO, D.,
TAKAHARA, Y. { 1970 ),
“Theory of Hierarchical
Multilevel Systems",New-York,
London.

188



ON THE DISCOURSE FUNCTION OF INTONATION

Dieter Huber

Chalmers University of Technology
Department of Information Theory
S-412 96 Gothenburg
Sweden

ABSTRACT

This study explores the differences
between discourse intonation and the
kind of pitch contours typically found
in isolated sentences. Three kinds of
material are evaluated systematically:
(1) orally read lists of semantically
unrelated sentences, (2) orally read
narrative texts, and (3) dialogues.
The material consists of equivalent
samples of Swedish, English and
Japanese speech, produced by native
speakers (both female and male) of
the respective languages. It will be
shown that discourse intonation
differs from intonation in semantically
unrelated sentences with respect to
practically all F, parameters investi-
gated in this stu(fy.

1. INTRODUCTION

Human speakers typically associate
!helr verbal speech utterances with
intricate patterns of voice fundamen-
tal frequency. This phenomenon has
been widely attested, and is acknow-
ledged as a universal, innate quality
of speech, common to all speakers, in
all languages, and in all kinds of
spoken utterances. Numerous scienti-
fic studies within a variety of disci-
plines have been undertaken to
investigate the form and function of
these fundamental frequency patterns,
to establish their communicative
status, and to disentangle the see-
mingly infinite variety of linguistic
and paralinguistic conditioning factors
thgt human speakers so aptly and
without apparent effort combine into
one single contour. Most of these
studies have been restricted to the
domain of the sentence as maximal

unit of linguistic processing, thus
adhering to the traditional view that
larger units like paragraphs, text and
discourse are formed by mere
juxtaposition of autarchic, indepen-
dently prefabricated sentences. There
is, however, convincing evidence that
human speakers use variations in
voice fundamental frequency in a
systematic way to signal cohesion,
structure and prominence in connected
speech according to criteria other
than purely syntactic, and that
listeners at the other end of the
speech communication chain are able
to detect and to decode these prosodic
messages, and to make use of them in
order to gain information about the
intended meaning of the utterance in
its situational and co-textual context.
The purpose of this study is to
investigate these differences, i.e.
between discourse intonation and the

" kind of pitch contours typically found

in isolated sentences.

2. DATA

Three kinds of material are evaluated
systematically: (1) orally read lists of
semantically unrelated sentences, (2)
o_rally read narrative texts, and (3)
dialogues. The material has been
selected from the ATR [7],[8] and the
CTH [2) speech databases and com-
prises equivalent samples of Swedish,
English and Japanese speech. The
English and Japanese dialogues consist
of simulated telephone conversations
conducted within the applications
domain of conference registration,
whereas the Swedish dialogues were
conducted spontaneously.

Ten native speakers of the respec-
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tive languages participated in the
recordings selected for this study: 3
speakers of Standard Swedish (2
male, 1 female), 3 speakers of
American English (2 male, 1 female)
and 4 speakers of Standard Japanese
(3 male, 1 female). Registration of
the speech samples was conducted in
anechoic, sound-insulated recording
studios both at ATR in Kyoto (Japan)
and at CTH in Gothenburg (Sweden),
using high-quality digital recording
equipment.

3. ANALYSES

Approximately one minute of recor-

ded speech per speaker and speech
style was analysed for this study.
Pitch extraction was performed using
the DWAPIT pitch determination
algorithm presented earlier in [3].
Pitch estimates were obtained at
16-ms intervals for both periodic and
aperiodic (laryngealized) stretches of
speech. Segmentation of the F,
tracings into intonation units (IU) was
performed  following the approach
published in {4]. According to this
approach, two global declination lines
which approximate the trends in time
of the peaks (topline) and valleys
{baseline) of F,, across the utterance,
are computed by the linear regres-
sion method. Computation is reitera-
ted every time the Pearson correlation
coefficient drops below a preset level
of acceptability. Segmentation is thus
performed without prior knowledge
of higher level linguistic information,
with the termination of one unit being
determined by the general resetting
of the intonation contour wherever in
the utterance it may occur. The F

onsets (intercepts) and offsets (encf-
points), durations, declination line
slopes and key values of these
intonation units, as well as their time-
alignment with features of linguistic
structure were established individu-
ally for each of the speakers partici-
pating in this study.

4. RESULTS

4.1 Number of Intonation Units

A total of 586 intonation units has

been established in the accumulated
material for all ten speakers. The dis-

tribution of these intonation units per
language and speech style is summa-
rized below in figure 1.

FZ2 sWEDISH
Bl ®icLisH
3 Iaparese

Figure 1. Intonation units per language
and speech style. The bar heights r
depict the ratio between the number of
intonation units and the number of
sentences contained in the respective
material.

These distributions reveal a clear and
consistent tendency, observable in
each of the three languages, to
subdivide orally read texts into a
larger number of prosodically cued
chunks than both the list and the
dialogue material. All ten speakers
produced predominantly one intona-
tion unit per sentence in the list
reading task, as predicted by most
studies of sentence intonation,
whereas in the text reading task the
individual sentences were processed
on the average in terms of between 2
and 3 intonation units.

Quite obviously, differences in
sentence structure and informational
content need to be taken into account
for a comprehensive assessment of
these ratios. This is particularly
relevant with regard to the r values
obtained for the dialogues which
clearly reflect (1) the comparatively
larger proportion of short and
incomplete sentences included in the
material, and (2) the more frequent
use of intonation units that stretch
over the time extent of several
consecutive sentences (cf. [6] for a
more detailed ' discussion). Also, the
dialogue material investigated in this
study contains significantly less sub-
ordination than the texts and senten-
ces, and only few examples of it-clefts
and wh-clefts that typically occur as
separate, prosodically cued chunks in
read narrative.

Considering the higher degree of
interlanguage variability found in the
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dialogues, it must also be appreciated
that the Swedish material consists of
spontaneous conversations, i.e.
including a larger proportion of
hesitations, false starts, fragmentary
constructions, etc. than the simulated
dialogues in the English and Japanese
samples.

4.2 Prosody-Syntax Alignment

The overwhelming majority (84.6%)
of intonation units identified by the
segmentation algorithm correspond in
a clearly defined way with units of
syntactic  structure.  This regular
syntax-prosody correspondence, how-
ever, is significantly more prevalent
in the Japanese (98.2%) than in
English (82.2%) and Swedish (79.9%)
material. It is also slightly more
pronounced in the orally read texts
(85.5%) as compared with the
dialogues (83.8%).

Most commonly in our accumu-
lated dialogue material, intonation
units correspond in a regular fashion
with  single sentences (40.3%),
whereas in the text material the

results are more inconsistent between -

the three languages investigated in
this study. In 36.6% of the English
and 32.4% of the Swedish texts,
intonation  units time-align  with
clauses. In the Japanese text material,
on the other hand, only about one
tenth (10.1%) of the intonation units
pertain to the clause correspondence
class, thus indicating a markedly
different prosodic processing beha-
viour.

Larger structures beyond the
sentence domain (i.e. stretching over
two or three consecutive sentences)
are almost exclusively found in the
dialogues, with only 1.1% 3-sentence
occurrences in the English and 2.1%
2-sentence occurrences in the Swedish
texts. Conversely, intonation units
corresponding  to single constituents
in the subsentence domain (i.e.
nounphrase- subjects, verbphrases, ad-
verbials, parenthetical constructions,
etc) occur more often in the text
(41.9%) than in the dialogue (24.9%)
material, with a significant prevalence
in the Japanese (60.3%) as compared
with both the English (35.9%) and

Swedish (29.5%) speech samples.
Only the discourse material has
been scrutinized at such a detailed
level of linguistic analysis. For the
speech samples produced in the list
reading task, a predominant one-to-
one relationship between isolated
sentences and  single, coherent
intonation units has already been
established in the previous section.

4.3 Declination Line Parameters
The declination line parameters onset
(intercept) , offset (endpoint), dura-
tion, slope and key were calculated
separately for each of the 586
intonation units investigated in this
study. Statistical evaluation of these
data revealed the following tenden-
cies:

(1) Intonation units aligning with the
isolated sentences from the list
reading task are on the average
shorter, steeper, less varied, and
start with higher baseline onsets and
substantially lower topline intercepts
than in the discourse material;

(2) Important features of prosodic
variation such as for instance rising
baselines, ”bi-modal” toplines, and
narrow versus wide key (cf. [5]) do
not occur in the list material at all,
but are frequently used in discourse;
(3) The only parameter for which no
statistically  significant  differences
could be established between the
different kinds of material -is the
baseline endpoint, which thus appears
to provide a common point of
reference, marking the bottom of a
speakers voice range for both

discourse and isolated sentence pro-
duction.

Separate investigation of both the
1U initial and IU final peaks and
valleys, in order to account for the
potential status of these points as
independently  controlled  linguistic
variables (e.g. [1]) revealed:

(4) significantly higher measures of
variability for both the very first and
the very last peaks and valleys in the
intonation unit contours of the
dialogue as compared with both the
sentence and text material;

(5) the consistent use of categorical
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. ith
istinction by all ten speakers Wit
(ri;t‘;:gt to bgth the first and the last
peak/valley of the 1U contour in the
discourse but not in the list material,

4 Laryngealization o
‘l"attem?nof aperiodic voice vibration
(laryngealization) ~were observed -to
occur at various kmds. of te_xtually.
syntactically and prosodically induced
boundaries in our .matenal. The
acoustical ~ characteristics of these
patterns and their function as comple-
mentary/compensatory boundary cues
have been discussed earlier 1n 3). It
has also been claimed that female
speakers differ in a systematic way
from male speakers in their use of
laryngealization in conneqtefi speech
[5]. This claim, based ongmally on
Swedish text material, 1S further
substantiated by the results of the
present investigation, which show that
the three female speakers participa-
ting in this study:

(1) make distinctly more frequent use
of laryngealization as a boundary
marker than their male counterparts
(on the average 13.4% versus 8.1%);
(2) apparently prefer to employ .ci_'eak
patterns  at pre-boundary  positions
where the men - in as far as they use
any laryngealization at pll - produce
predominantly creaky voice. '

There are, however, significant
differences in the frequency of
occurrence of these patterns between
the three languages, as reflected in
the following percentages:

SWEDISH 26.8%
ENGLISH 33.4%
JAPANESE 39.8%

Even more importantly, the use of
laryngealization as a boundary cue
differs markedly between the three
kinds of material, where it occurs
least frequently in the lists of semanti-
cally unrelated sentences (Swedish
7.3%; English 10.1%; Japanes®
13.5%) and most frequently in th?
narrative  texts  (Swedish 60.4%;
English 54.2%; Japanese 49.3%). The
respective figures for the dialogue
material (Swedish 32.3%; English
35.7%; Japanese 37.2%) reveal a
somewhat intermediary status for the

conversational speaking que..

In summary, laryngealization as a
boundary marker (eitt}er alone or
together with other juncture cues
such as for instance pause, declination
resetting, F,-fall-rise pattemns, devoi-
cing, phono?ogical blocking, etc) dis-
plays its strongest potential in the
highly  structured and optimally
controlled  text  reading mode,
whereas it is used to a significantly

lesser degree in the other two
speaking  styles, i.e. where the
boundaries are signaled by other

linguistic (e.8. semantic incoherence
between the sentences On the_ list) or
paralinguistic (e.8- changes in voice
quality at conversational turn bounda-
ries) means.
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FALLS:
VARIABILITY AND PERCEPTUAL EFFECTS

Anne Wichmann

) IBM(UK) Scientific Centre
Winchester, SO23 9DR, England

) ABSTRACT
Th1§ paper presents an experiment
designed to test the effect of final
intonation contours on the degree to
which an utterance is perceived to be
final. The utterances were taken from
a corpus [3] of naturally occurring
monologue. Each was syntactically
complete and semantically unmarked
for finality. Keeping the endpoint
constant, the starting point of the
final fall was sytematically manipu-
lated to create S different versions of
cach sentence. The results of the
perception experiment suggest that
the higher the starting point of the
f‘mal fall, the less final that utterance
is perceived to be. There is no evi-

dence for any discrete
; S erceptu -
egorices. perceptual cat

:. lNTIt}ODUCTION

In  abstract re rescntations
intonation, the eng of a dcc?z:rati\(l)g
utterance is generally indicated by
assigning a falling contour. Phys-
ically, a fall can be any pitch contour
t,hat.ends at a pitch lower than its
starting point. Since both starting
point and endpoint are variable
within the range of any one speaker
there are any number of falls which’
that speaker can produce. It is gener-
ally 'assumcd, however, that these
physxcal differences are not sign{f-
icant, an(.i that the height of the fall
is determined by the declining topline
across the utterance. Any significant
differences in the resulling overall
contour have in the past been related

to the slope of the fall, residual f

) , all,
and endpomt. This study shows that
the starting point also has a system-
atic perceptual effect.

Other . experimental studies of the
acoustic correlates of boundarics 1]
[2]. hgve compared the physical
reahsat_xon of contours at the end of
syntactically complete and incomplete
_uttcrances. In contrast, this exper-
iment uses only syntactically complete
utterances. This study also differs
from others in that it uscs only na-
turally occurring data. The availabil-
ity of resynthesis techniques has
allowed for at least partial contro} of
the stimuli.

2. EXPERIMENT

The experiment described here poses

two questions:

glt)adt(')es a change in the height of the
rting point influence th i

of finality? © perception

gg)’ how does such an effect relate to

2.1. Method

Ten subjects were presented with five
versions of each of 10 naturally-
occurring utterances, 50 utterances in
all, of which the final contours had
been systematically manipulated. The
utterances were all syntactically com-
pletc,.and perceived (in a preliminary
experiment) to be semantically un-
marked for finality. Leaving the
endpoint constant, the final falling
contour of each one was assigned five
different starting points, varying sys-
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tematically in height. These five ver-
sions of each utterance Wwere
LPC—resynthesised. Listeners were
asked to judge, on a four point scale,
whether the speakers had finished or
whether they had more to say.

2.2. Preparation of the stimuli

The ten sentences were digitised at 10
Khz, and normalised for amplitude.
pitch was extracted and the resulting
f0 values were checked for octave
leaps, and smoothed by hand. The
peak of the last accented syllable in
each sentence was manipulated to
create five different versions of the f0
contour. In each casc the fO peak as-
sociated with the accent was adjusted
1o one of five different positions with
relation to the preceding trough and
penultimate peak, as illustrated in
Figure I.

x 1
L3
3
/‘K<
« S
Version | higher than penultimate peak
Version 2 identical to penultimate pe
Version 3 midway between preceding
trough and penultimate peak

Version 4 identical to preceding trough
Version 5 lower than preceding trough

Figure 1. The five versions of each contour

In creating each version of the fO
contour, the {0 values preceding and
following the manipulated peaks were
adjusted to maintain as far as possi-
ble both microprosodic features and
the correspondence between f0 and
segments.

2.3. Procedure

The resynthesis of 10 sentences, each
in five different versions, produced a
set of 50 different stimuli. A stimulus
sequence file was generated in which
cach stimulus was repeated five times,
thus eliciting 250 responses from each

subject. They were preceded by a test
sequence of 10 stimuli which were
ignored in the analysis. The subjects
were asked to judge whether the
speaker of each sentence was

definitely going on,
probably going on,

had probably finished, or
had definitely finished.

o o o O

For the purpose of the analysis, these
responses were converted into ordered
data. The response “definitely going
on’ became a ‘l’, ‘probably going on’
became ‘2, ‘probably finished’ be-
came ‘3’, and “definitely finished’ be-
came ‘4’. The lower the score, the less
final the utterance was perceived to
be.

3. ANALYSIS
An analysis of the results must aim to

investigate the significance of all ef-
fects : sentences, subjects and f0 con-
tours. It was difficult to do this
formally because the responses were
ordered categories 1 to 4. This kind
of response violates the usual
normality assumptions for classical
ANOVA. However, the package
'PLUM’ [4] was used to fit the ap-
propriate ordered responses category
model. The adequacy of fit of each
‘treatment’ ({0 version) is donme by
comparing differences in deviance be-
tween models with and without the
treatment effect (goodness of fit) and
comparing these differences with the
appropriate chi square value. The re-
sults are shown in Table 1.

Table 1. Significance of sentence, subject and
{0 effects.

deviance sig. -
difference df. level
T
treatments | (2640 - 2199)
(f0 versions)| = 441 4
(10 version Y ——
(2438 - 2199)

subjects
= 239 9 01
| =<7 1
<entences | (3113 - 2199
= 914 9 01

As expected, all effects are highly sig-
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nificant at the 1% level.

3.1. FO effects

If we average the finality scores for
all sentences and all subjects we see
that there is a systematic gradient
difference between the versions. It is
clear that the lower the starting point
of the final fall, the greater the degree
of perceived finality. See Figure 2.

Average Scoras

FO Versions

Figure 2.  average scores of finality: This
graph shows the average scores
of finality for each version.

We know, however, that both the
sentences and the subjects had a sig-
nificant effect on the results. In order
to see the effects of f0 manipulation
without the influence of the signif-
icant between-sentence differences,
the average scores across replicates
for cach version were ranked from 1
to 5. The least degree of perceived fi-
nality was ranked [ and the highest

score ranked 5. Tied scores were
ranked equally.

For each of the versions 1 to S, the
average rank was calculated across all
sentences and all subjects.

The results of this ranking are shown
in Figure 3.

It can be scen that the different fO
versions have a marked and consist-
ent cffcct on the perception of final-
ity. A divergence from the predicted
ranks is only possible in one direction,
since no utterance could be perccived
as less final than ‘definitely going on’
or as more final than ‘definitely fin-
ished’. The deviations of the

; Z
v

p >~

g. //

gt

FO Versions

Figure 3. average ranks of finality: This
graph shows the average ranks
of [inality (conlinuous line),
against the predicted ranks (bro-
ken line).

endpoints of the line are therefore to
be expected. The greater deviance at
the non-final end of the scale is also
predictable, since we can assume that
the presence of any falling contour
which falls to the speaker’s basc line
will indicate at least some degree of
finality. There are minor differences
in the degree of slope between any
two consccutive points, but the over-
all trend is a straight linc. The {0
versions thercfore have a significant
cffect on the way subjects ranked ut-
terances in terms of degrees of final-
ity. The closest fit would be a straight
line, and the results must therefore be

interpreted as gradient rather than
categorical.

4. DISCUSSION

4.1. The perception of finality

The first question posed by this ex-
periment must be answered with yes:
there is clcar evidence that the start-
ing point of a final fall influences the
listener’s perception of finality. There
is no evidence to suggest that this
perception is a catcgorical one.
Whether we take the average scores
of finality, or thc average ranking of
the different versions relative to one
another, the result is a gradient. This
suggests that finality is perceived in
terms of degrees rather than in terms
of categorics, binary or otherwise.
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inality and f0 -
q"}fe l;lrl:::we); to the second question

i fQ - is not sO
does this relate to 1V - 1
E&Zr. Is there such a dlstllncuon t(:1 b?
made as ‘high’ and "low fall,?an i
50, how are these to be defined?

i 1 falls
be that the height of fina
}sL Ir?sg perceived relative to any pre-

“ceding syllables but to the speaker’s

jons of
verall range. All the versions
(s’entence 10, for example, were fa\_xrly
low in the speaker’s range. Thls mlgh.t
explain the tendency to judge this
sentence as inherently more final than
others.

Menn and Boyce [5] claim that ghe
endpoint of a sentence-final falling
contour can be regarded as ,constant
in relation to the speaker’s norm.
This was assumed to bg the case In
the experiment described above.
Nonetheless, a similar experiment in
which the endpoint of each final corll(i
tour was sytematically changed wou d
complement the present study }?'nl
perhaps throw light on results which
are not accounted for here.

5, CONCLUSION
The tentative conclusions to be drawn
from this study are as follows.

e The height of a fall given a con-
stant low endpoint is perccived as
a gradicent. There is no evidence
to support a categorisation of falls
into high and low.

o The starting point of the final f’all
influcnces the degree of perceived
finality. The lower the starungl
point of such a fall the more fina
the utterance is perceived to bg:
There arc however other pfﬂSOdIf,
influcnces on the degree of per-
ceived finality which cannot be
accounted for here.

e Height seems to be perceived in

relation to a speaker’s norm and
not in relation to the pitch of pre-
ceding syllables, accented or not.
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ABSTRACT
This paper studies the phonetic and
phonological  characteristics  of
stereotyped, often stylised, intonation
patterns used by natural speakers to
express routine procedural moves in
telephone  information services. It
considers the appropriateness of such
patterns in synthesised implementations
within an automated information service.

1. INTRODUCTION

In an automated telephone information
system, of the type under development
in the SUNDIAL project, the role of the
agent (A) in informing the caller (C) is
taken over by a message planner +
linguistic generator, with output speech
provided by a synthesis-by-rule system
(for British English, an adaptation of the
INFOVOX text-to-speech system [1]).

Rules determining prosody are
sensitive to a range of pragmatic and
syntactic annotations, including labels
for ’dialogue acts’ (House & Youd [3]).
Some such acts are primarily concemed
with the phatic management of
conversation, oriented less towards
information transfer than to the
interaction between (A) and (C).
Observations of natural dialogue have
verified that exchanges of this type are
gftcn associated with the use of stylised
intonation.

Contexts for these acts recur on a
routine basis, and will be equally
applicable when (A)’s contribution to the
dialogue is automatically generated. To
maximise naturalness, the intonation
used in synthesis should be modelled on

the patterns found in natural speech. In
practice, we must also ensure that the
patterns used in synthesis are acceptable
to the caller.

2. INFORMATION DIALOGUES
Over three hours of recorded dialogues
between callers and airline agents were
studied. Speakers in the (A) role were
predominantly female, but no notable
gender-based differences in prosodic form
were observed. Patterns described below
were based on an auditory analysis and
transcription of (A)’s speech. Individual
speakers sometimes favoured particular
intonation patterns, but these were not
speaker-dependent.
2.1 Dialogue Structure
In the Conversation Analysis (CA)
tradition, summarised by Levinson [5],
there are three major components of
overall structure:

@) opening section

(ii) topic-oriented slots

(i)  closing section
To this we add an optional absence
section, particularly relevant during (ii),

-where the agent may need to ask the

caller to hold the line, while information
is being looked up.

2.2 Intonational Clichés

The opening, absence and closing
sections -- those parts least concerned
with information transfer -- represent the
most routine contexts. The stereotyped
responses to these routine situations
regularly triggered the use of intonational
clichés (Fonagy et al [2]), contours
seemingly stored as holistic tunes. A
subset of the clichés we observed
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involved  stylisation, conventionally
regarded as a phonetic correlate of
routine. Our definition of stylisation
follows Johnson & Grice [4] in
considering monotone to be a
prerequisite. ~ Although produced in
conjunction with set phrases, the tunes
themselves are considered to be
independent of any specific text.

3. OBSERVATIONS

3.1 Phonetic notation

Our notation of the examples uses a
three-tone system: pitch values are High
H, Mid M or Low L relative to our
assessment of the speaker’s current
range. Symbols precede the syllable to
which they apply in the text. The
symbol -- denotes rightward spreading
of the preceding tone, as distinct from a
simple interpolation between values; a
final A denotes an upglide at the end of
the domain governed by the preceding
tone; and an initial AA indicates high
register.  This simplified notation is
adequate for the cliché tunes, where
downstep and declination do not apply.
3.2 Openings

These are concerned with identifications,
greetings and with eliciting the nature of
(Cy’s task. In our dialogues,
identifications were always present, and
usually began (A)’s opening move,
which could also optionally include a
greeting. Intonational clichés were found
on all components; true stylisation
occurred most readily on the
identification component(s), less often
on the greeting component.

The majority of openings in our study
could be analysed as realisations of a
very limited set of tunes. Two tunes,
(i) /LHM/ (calling contour’) and (ii)
/HLM], accounted for a high proportion,
if one allows a gradient analysis of (i)
which can accommodate both fully
stylised and ’less’ stylised variants (4.1).
Examples:

Tune (i), /LHM/, stylised:
(1) L--Flight infor H--ma M--tion
(2) L--British H--Air M—-ways
(3) L--Good afterH--noM--on
(4) L--Can 1 H--help M--you
Tone sustention was a regular feature of

this variant; the H - M interval was
typically around a minor 3rd.
Tune (i), /LHM/, with upglide:

(5) L--Flight inforH--maMAtion

6) L- HA MM
The L tone was normally spread, but an
upglide could occur on H and/or M.
Usually turn-final, this rising variant
might be analysed as an overlay on the
conventional stylised form, indicating a
turn-giving cue.

Tune (ii), /HLM/:

(7) HFlight L--informaMtion

(8) H--British LAir Mways

(9) HGood Lmor Mning

(10) H--Can I Lhelp Myou
Spreading is only shown for this cliché
tune where H or L continues over more
than one syllable. The tune, phonetically
similar to a fall-rise nuclear tone, or to
a high (prejhead + low rise (see 4.1),
lacked any genuinely stylised, sustained
monotone on the final M syllable.

Other recurrent tunes included:

(11) HFlight M--information (/HM/)

(12) L--Flight infor M--mation (/LM/)
and variants of these were also found
with final upglide.

Each opening component could act as
an independent domain for one of the
tunes, while a succession of components
typically, but not invariably, involved
tune repetition. Components could also
be combined into arguably composite
versions of tunes (i) and (ii); in both
cases this was achieved principally by
extending the /L/ tone:

Tune (i), /LHM/, composite:

(13) L--British Airways flight

infor H--ma M--tion
Tune (ii), /HLM/, composite:

(14) HGood L--morning British
Airways Hflight L--informa Mtion
With rare exceptions, the final pitch in
these moves was at a mid-level, or rising
from mid to high. A wide range and

relatively high register were common.
3.3 Closing sections

These may be divided into two
components: preclosings, in which mutual
intention to close is established; and
terminal exchanges, which accomplish
‘signing off’. Typically, (C) began the
preclosing move, using downstep + low
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fall (on e.g. *Thank you very much’) to
convey task or dialogue completion.
(A)’s response was frequently produced
as a prosodic cliché involving a HL or
ML drop to a very low pitch
termination:
(15) H/MYou’re L--welcome
The final exchanges regularly used
variants on the calling contour:
(16) H--By M--ye
(17) H--Bye M--bye
(18) LBye H--By M--ye
By contrast with the preclosings, final
low pitch was apparently avoided.
3.3 Absence sections
Absences in our data were proposed by
(A), and accepted by (C). A wide range
of prosodic possibiliies included
variations on the calling contour:
(19) H--Hold M--on
(20) LHold H--oM--on
(21) AAL--Hold H--on a M--momemt
(22) L--Would you HAhold MAplease
(23) AAL--Hold the H--li M--ine,
L--I’'ll just H--che M--eck
Another possible stylisation was:
(24) M--Can you H--Ahold the line
please
Some speakers used different idioms,
such as a downstepped contour, in the
proposal position; others preferred a
non-stylised cliché, a version of /HLM/:
(25) HHold L--on a mo Mment
(26) HLet me just L--check that for
Myou
To indicate return from an absence, (A)
often made use of a calling contour,
with or without final upglide. Register
tended to be high, especially if a second
reconnection attempt was needed:
(27) AALHe H--llo M-<("o
(C)’s response often matched this. One
major function of the calling contour
seems to be line checking, ascertaining
whether or not the interlocutor is
present.

4. PHONOLOGICAL STATUS

In formal terms we have characterised
the intonational clichés as sequences of
the tones H,L and M, extending over a
whole intonational phrase. Functionally,
the phatic role of the cliché utterances
overrides any notions of information

focus. A holistic abstract representation
of these tunes would seem to be better
motivated than, say, a nuclear tone-based
analysis, in which intonation groups are
made up of component parts such as
prehead, head, nucleus, and rail. Such an
analysis is weak on both formal and
functional grounds. Examples of the two
most popular clichés, /[LHM/ and /HLM/,
illustrate the difficulties.

4.1 Nuclear tone?

Since the H in the /LHM/ tune is always
aligned with a metrically prominent
syllable, we would have to propose a
stylised HM nuclear tone, with optional
preceding low head (L). A problem
arises with upglide A variants like (5)
and (6): are these to be regarded as
variants of the HM tone, or perhaps of
the fall-rise? The latter analysis would
maintain a categorical stylised/ non-
stylised distinction, while the former
acknowledges that versions with and
without upglide may be used virtually
interchangeably in comparable contexts.

In a nuclear tone framework, the
/HLM/ tune is ambiguous: in (7) it is
consistent with a fall-rise on the first
syllable, but in (8-10) we would have to
posit a low rise on the L syllable,
preceded by high head or high prehead.
In so doing we would lose sight of the
similarity between the tunes, involving
the same pitch sequences but with
different mappings over the text.

4.2 Accentual function?

Nuclear accent conventionally signals
information focus and coincides with the
metrically most prominent syllable. In
stereotyped phatic utterances the location
of this prominence may be variable (17-
18; 19-20). The phrase ‘flight
information’ appears to be ambivalent
between a reading as a compound with
early stress (7) and a phrasal reading
with late stress (1). In practice, these
variations in prominence appear to be
tune-dependent; versions of /(L)HM/ such
as:

7(28) H--Flight M--information
or of /HLM/ such as:

7(29) H--Flight in for Lma Mtion
were not favoured.
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4.3 A holistic analysis? )
The implication must be that there is a
trade-off between preferred prominence
relations and the requirements of the
cliché tune. For instance, (1) may be
preferred over (28) because of a strong
pressure to include the L component in
JLHM/ where there is room to do so.
Conversely, the /HLM/ tune can
accommodate both (7) and (29) equally,
but (7) wins because it respects the
compound stress pattern. Overtly
contrastive possibilities like:
9(30) HBri L-tish Air Mways

are also avoided. Metrically prominent
syllables will always be at a turning-
point in the contour, but the precise
mapping of tune to text may be flexible.

§ SYNTHESIS: IMPLICATIONS

On the assumption that any automated
dialogue system will have a structure
similar to that outlined above, we must
decide on an intonation for the
synthesised  phatic  utterances. In
synthesising informative utterances, the
desirability of exploiting prosody to
clarify information  structure and
communicative function has been long
recognised. In phatic utterances, where
the inter-personal  relationship is
foregrounded, we must consider the most
appropriate prosodic form. It may be
right to question whether what is highly
acceptable in natural speech will be
equally appropriate in a context where
(C) knows that (A) is not a real person;
will (C) accept prosodic clichés, and
particularly stylisations, as markers of
stereotype and routine when they
emanate from an inanimate source? As
part of a programme of acceptability
testing, stylised, ’less’ stylised and non-
stylised cliché variants of the phatic
utterances are being synthesised (by
hand, initially) and integrated into our
automatically generated dialogues.

If any of the cliché tunes are indcz?d
deemed suitable for dialogue synthesis,
then they must be implemented by rglc,
and an abstract representation
incorporated into the phonological model
of prosody in the rule system. We
propose a holistic representation, with

realisation rules bypassing the ’normal’
nuclear tone assignment, but sensitive to
metrical ~ prominence. Candidate
utterances will be identified by the
markers passed on at the interfaqc
between linguistic generator and synthesis
system.
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AESTRACT

A new approach in intonolo-
8y -~ the introduction of °
lexics into intonological
analysis 18 put forward in
this paper, We try to show
that the relationship be~
tween lexical meaning and
accentuation is based on
certain linguistic factors.
The mechanism of this re-
lationship can be described
i1f we take into account the
text-forming potential of
word eccentuation,

INTRODUCTION

Following T.M. Nikolaye
we distinguish two fugcZa
tionally different types of
word prosodical prominence
%? :ﬁe utterance:

e neutral sentence str-
ese(SS8)which refers to the
pPlan of expression and
8érves as a means of syn-
tagma phonetic organization
and intonational segmentg-
zgoghof speech;

e sentence acce
which is related to gﬁe (54)
semantic aspect of the ut-
terance and ig determined
by the context and communi -
cative intention of the
speaker [4, p, 486-487).
Our research deals with
SA or accentual prominence
(AP) (the term wag proposg-
ed by T.M. Nikolayeva 057)
a8 " a textual communicati-
ve phenomenon" /5, p, 9/.
In the recent years scien-
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tists accepting the idea
of functional difference
between these types of ac-
cent are inclined to treat
AP as a multi-aspect object
of study. Nowadays the at-
tention of Russian intono-
logists is concentrated on
Bsuch problems as the des-
cription of linguistic fac-
tors as regards the SS and
SA [117; the accentual
phrase structure /3/; the
interaction between words
semantics and AP /6, 107 on
the one hand, and AP and
text organisation /1, 8/,
on the other hand,
Taking into account the la-
test results in the inves-
tigation of AP's functions
in Russian spontaneous
Sspeech we state that there
exist certain semantic re-
gularities in the accentua-
2ion of vafious lexical
asses within a given type
of the text, We t%y to vP
establish thesge regulari-
ties by €xamining modern
Russian Scientific Dis-
course (RSD) the linguis-
tic properties of which
have recently been de-
scribed in the fundamental
work by O.A. Lapteva and
others o
We would like to put
forward an idea that AP
helping to reveal the spea-
ker's intentions in the
communicative act plays an
essential role in text-for-
mation process as its one

of the main pragmatic com-
ponents.

To give prove. to the propo-
ged point of view we con-
sider two main questions:
1. What are the linguistic
tic factors of AP realisa-
tion in RSD?

2, Can the degree of word
accentuation potential in
discourse be evaluated ob-
jectively?

The vollowing material
served as the basis for our
research: :

- gpontaneous uttered texts
of a scientific character
(lectures, reports, dis-
cussions);

- summarized phonetic
transcription of text frag-
ments;

- listener's reactions to
different types of accen-
tual patterns., The experi-
ment on perception shows
that AP in RSD is percep-
tually marked for the au-
dience and can be consider-
ed as a relevant linguistic
feature of the text proso-
dical structure,

RESULIS

1. Linguistic Factors of
AP Realization in RSD

The context analysis of ac-
centually marked elements
in the utterance brings us
to the conclussion that
word accentuation in RSD is
regulated by a number of
closely interrelated fac-
tors such as: thematic and
situational text parame-
ters; lexical meaning of
the word and its syntactic
position; different con-
texual loads as well as
pragmstic orientation of
the utterance.

Let's consider the mention-
ed factors in detail:

1. Strong AP in RSD may be
laid on the so-called key-
words of the message:(termg
proper names, titles, etc.)

conveying information about
the theme and communicative
act.

2. Regularly accentually
prominent become groups of
words with appraisal, qua-~
litative and attitudinal
semes in their meanings.

3. As a rule, thematic and
other lexical elements in
the utterance are exphasiz-
ed within given syntactic
contexts (connections may
be expressed in the follow-
ing ways: X, ¥ «ee3 1 X,

1 ¥; X ili y, Y1 Y; ne tol'
ko X, noi ¥; ne X, a ¥X;
kak X, tak 1 Y etc.).

4, With the help of AP the
speaker often singles out
and determines the bounda~
ries of speech segments in
RSD thus fascilitating audd
tive perception of a spon~-
taneous monologue. In this
connection, certain types
of functional and auxialla-
ry words at the beginning
of syntegmas and utteran-
ces as well as initial com-
ponents of nominative word-
combinations and attributi-
ve constructions may acqui-
re a strong AP.

5. Accentually marked in
RSD are usually words con-
nected by theme/rheme rela-
tions (AP marks either
theme or rheme R — T; R —

7). . v
%. Semantically interrelat-
ed lexemes may also be
marked with strong phrase
accent in the context. AP
here performs its deictic
function in RSD exposing
more explicitly the seman-
tic ties of the text .com-
ponents.

7. Text lexical signals
facilitating the orienta-
tion in the discourse and
conveying different prag-
matic loads (adresation,
motivations, qualifica-
tions, attitudes etc.) are
usually accentually empha-
gized and serve as prosodi-
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cal markers for the liste-
ners in RSD.

2., Evaluation of Word and

a Group of Words Accentua=-
tion Potential in RSD

Examing different parts of
speech accentuation in RSD
we came to a conclusion
that word accentusl poten-
tial in discourse can be
evaluated objectively. For
this purpose we introduce
e special criterion - the
relative accentuation in-
dex (i) showing the ratio
between the number of ca-
ses when the word (group
of words) is found in the
accent position and the
number of cases of words
non-accent positions in
the text,

Accentuation of the parts
of speech in RSD may be
presented as a following
scale:

i
Adjectives 0,335
Adverbs 0,320
Predicatives 0,289
Nouns 0,278
Verbs 0,227
Numerals 0,217
Parentheses 0,173
Pronouns 0,144
Particles 0,135

Conjunctions 0,122
Prepositions 0,053

As seen from the scale,
adjectives, adverbs and
predicatives - words with
wide qualificative seman-
tics ~ top the list as re-~
gards the relative accen-
tuation index. Accentua-
tion potential of auxilli=-
ary words is lower if com-
pared with meaningful
words.

In this way we qualified
the AP indexes of parti-
culer meanings of the most
frequently used in RSD

wprds.ag well ?s accentua-
tion indexes of some le-

xemes, lexico-semantic

groupsJE and wide §§mantic
zones of the text™ .

It is necessary to note
that AP potential of dif-
ferent lexical groups, se-
perate lexemes and their
meanings varies greatly
within one particular part
of speech.

The analysis of accentual
structure and semantics of
attributive word~-combina-
tion (adjective+substan-
tive) in RSD /9] testifies
to this fact.

The latest results of our
research can be presented
in the following way:

1. If we consider nouns,
we'll see that the greater
accentual load is laid on
the lexical units charac-~
terizing an object or a
person from different poi-
nts of view (i = 1,30) as
well as on those denoting
qualities, properties and
spesker's attitudes

(1 = 1,27).

2. Among the adjectives
high i-valued are lexemes
with opposition/comparison
semes (L = 2,7) as well as
lexemes denoting the high-
est degree of some proper-

* Under the term of "le-
xico-semantic group" we
mean "any semantic class
of words (lexemes) charac-
terized by at least one
lexical paradigmatic seme
in common" /12, p. 11Q/7.

X Considering the text
semantic zones we follow
N.Yu.Schwedova stating
that according to language
functions we can single

out in any text such se-
mantic areas as nomination,
comnunication proper,
qualifications and atti-
tudes, connections and cor-
relations [7/.
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ty (i=2,2) and attitudes
(i=1,1).
3.,We can observe different
AP abilities of words with-
in separate lexical classes.
For example, among Russian
pronouns declined like ad-
jectives high accentually
marked is lexeme drugoi
(i=1,55), medium AP-index
characterizes lexemes odin
(1=0,83) and kazdyj (0,59).
The majority of pronouns of
this type are within the
range of low accentuation
indexes: nas (0,44), nika-
koj (0,41), ves'(0,40), fot

0,39), etc,
4, As regards the total ac-
centual loads in RSD quali-
ficative semantic zone pos-
sesses the highest degree
of AP (1=0,733) and nomi-
native one - the lowest
(1=0,427).

CONCLUSIONS

1.The results obtained give
sufficient grounds to state
that such parameter as re-=
lative index of accentua-
tion should be listed as
one of linguistic charac-
teristics of a word when it
is regarded as a discourse
unit.

2.A8 soon as we can mea-
sure AP potential of words
we can take a new approach
towards classification of
lexics based on the rela-
tive accentual values of
lexemes and their text
loads. This research will
contribute to composing "a
dictionary of prosodical
potentiality of lexemes
(their prominence and, pho-
nation possibility)"/4,
p.490/.

3.,The main thesis of our
work comes as follows: all
the pragmatic sense compo-
nents (denoting qualifica-
tions, speaker's attitudes,
nodality, various text ori-
entations) are usually pro-
sodically marked in the

form of AP of some lexical
elements in RSD.

REFERENCES

[1/Drozdova,T.J.(1988),
"The Key-words of the text
and their Prosodical Proper-
ties", Cand.Diss.,Leningrad
(in Russ.).
[2/Modern Russian Scientific
Discourse(1985).Vol,1, Kras=-
nojarsk (in Russ.).
/3/Nadeina, T, (1985), "Ac-
centual Structure of the
Utterance in Russian", Ceand.
Diss., Moscow (in Russ,).
[4/Nikolayeva,T. (1987),
"The Intonology of the 80-
es", Proc, XIth in ICEhS,
vol.2, Tallinn, 486-491,
/5/Nikolayeva,T.M. (1982),
"Semaentics of Accentual Pro-
minence", Moscow (in Russ.).
[6/Pavliova,A.V. (1987), "Ac-
centual Phrase Structure in
its Correlation with Lexical
Semantics". Cand.Diss,,
Leningred (in Russ.).
[1/Schwedova,N.Yu. (1985),
"One of the Possible Ways of
Building up Russian Functio-
nal Grammar", The Problems
of Punctional Grammar, Mos-
cow, 30-37 (in Russ.).
{B Skorikova,T.P. (1987),
unctions of Accent Promi-
nence in Speech", Proc.XIth
ICPhS,vol.4, Tallinn,279-2R.
[/9/Skorikova,T.P.(1982),
"Functional Capacity of the
Intonation Pattern of Word-
group in Speech-flow", Cand.
Diss., Moscow (in Russ.).
[10/Skorikova,T.P. (1985),
"The Accentual and Semantic
Capacity of Adjectives in
Russian Scientific Discour-
ge", Scientific Literature,
Moscow, 118-137 (in Russ.).
[11/Svetozarova,N.D. (1987),
"Linguistic Factors in Sen-
tence Stress", Proc. XIth
ICPhS, vol.6,Tallinn,110-113.
[12]Vasiljew,L.M. (1971),
"The Theory of Semantic
Fields". Language Proc.,
N 5, 105-113 (in Russ.).

205



L'INTONATION DU POINT DE VUE DE LA PHONCIOGIE

Dr. Galina Ivanova-Loukianova

Université des langues étrangére M.Thorez

Moscou, URSS

System interdependent bet-
weern information and syn-
tax make it possible to
determine three intonenms,
the sense-making of the
language which serve to
differentiate the meanings
of phrases with similar
lexical-grammar components,
in particular, the intomenm
of the rising tone, tke
intonem of the falling to-

ne and the intonem of the
level tone.

L'analyse de 1'intonation
du point de vue Phonologique
demande qu'une distinction
de principe des unités de
langage soit prise au niveau

'segmentaire et supersegmen-
taire. L'intonation a 1top-
posé de 1la Dhonéme, est mul-
tifouctionnelle, clest pour-
quoi, il faut y distinguer
les fonctions lides & la
différenciation du sens et
celles qui ne le sont pas
(fonctions expressives,sty-
listiques, modales, esthéti-

ques et autres). Seule cet-
te intonation "nue",selon
1l'expression de B.Tomachev-
ski, peut 8tre 1l'objet d'u-
ne étude phonologique., L'ipe
tonéme, pareil A 1la phonéae,
Se présentera comme une uni-
té de langue d'importance
fonctionnelle.

Puisque 1a Phonologie ne
s'occupe que des fonctions
différentielles du sens,il
est nécessaire de décider
quels sens pewvent &tre dif-
férenciés par 1'intonation
et lesquels sont directement
1iés 4 la différenciation du
sens,

L'opposition traditionnelle
des intonations ascendantes
et descendantes dans 1'in-
terrogation et l'affirmation
nous permet de considérer
que l'opposition phonologi-
que du mouvement du ton est
liée & la transmission des
différentes significations
syntaxiques.L'intonation,

comme moyen d'expression des
significationsxggntaxjques,
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transmet aussi des signifi-
cations qui sont propres a
toutes les formations synta-
xiques. C'est la significa-
tion de dépendance-indépen-
dance( ou de subordinpation
- gutonomie) et d'ackevé -
d'inackevé. L'intonation du
type ascendant nous donne
le sens de la dépendance et
de 1l'inackevé, et celle du
type descendant, le sens
d'indépendance et d'achevé.
Le type d'intonation d'une
phrase dépend de la cpncor-
dance des significations,pri-
ses par paires,avec le sens
de la phrase, en tant que
formation syntaxique. Si la
signification syntaxique de
la pkrase correspond avec
les significations du ton as-
cendant ou descendant, alors
l'intonation de cette phra-
se ne peut avoir de varian-
tes: elle doit &tre présen-—
tée dans un wouvement tomal
ascendant ou descendante.
S'il n'y a pas de correspon-
dance,alors il est possible
de varier les intonatiouns,
c'est-a-dire, que la phrase
peut 8tre présentée avec u-
ne intonation ascendante,
aussi bien que descendante
et m&me dans un ton monocor-
de. La corrélation de la
syntaxe et de l'inbtonation
permet de dégager trois in-

tonémes, unités différencia
trices, qui distinguent le
sens des phrases & composie
tion lexico-grammaticale
identique:intonéme ascend.
(I4A), intonéme descend.(ID})
et intonéme plate (IP)..
Ltintonéme se réalise sur
un segment de chaine du lan-
gage par une phrase égale
(=syntagme) avec tout un
complexe de moyens superseg-
mentaires: modification du
ton, frontiéres de la seg-
mentation et du centre dtin-
tonation.Le signe distinctif
de l'intonéme c'est le moue
vement du ton dans la phra-
se,Donc trois phrases, agyant
la m2me composition lexico-
grammaticale, mais des into~
nations différentes, expri-
ment trois sens différents.
Par ex.:I1 neige?-I1 neige.
11 neige,/on ne voit pas la
fin de 1l'hiver/. Ici,l'into-
nation est le seul moyen de
différencier le sens.Ceci
nous donne le droit de par-
ler de trois intonémes.

Les intonémes se différen-

cient par la forme(¥aut,bas,
plat), le sens(IA-sens de

la dépendance et de l'ina-
chevé; IP-sens de l'indépen~
dance et de l'inachevé; ID-
sens de l'indépendance et
de 1l'achevé) et les fonc-
tions( distinguent les ty-
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pes de propositions communi-
catives et le caractére des
relations syntaxiques,.

Dans la langue parlée,les
intonémes sont réalisées
par des modifications ascen-
dantes, descendantes et pla-
tes(le systéme du CI de Bry
jgounova est utilisé). Les
nombreuses réalisations de
ltintonéme résultent de
Ltinfluence des particulari-
tés du lexique, de la mor-
phologie et de la syntaxe
sur le caractére de l'into-
nation,qui en plus du sens,
rendent les nuances de l'ex-
pression,du style, de la mo-
dalité.La dépendance lexico-
grammaticale sur le choix
de ltintonéme peut &tre
Plus ou moins forte. Phono-
logiquement cette influence
peut 8tre considérée comme
une position : &aible., si
le . choix dépend de la
composition lexico-grammati-
cale(phrases avec différents
moyens exprimant la ques-
tion, la motivation, le re-
cours); forte, si le choix
de 1l'intonéme n'est pas dé-
terminé par sa position,
clest-d-dire, qu'une méme
phrase,grice & l'intonation,
peut exprimer l'interroga-
tion, 1l'affirmation et 1t'i-
nachevé dtune action. Les
possibilités de différencia-

tion du sens ne se manifes-
tent que dans des conditioans
de position forte, lorsque

dans une m&me phrase, il est
possible de réaliser les 3
intonémes avec trois seans
différents. Pour gque la po-
sition forte puisse se réa-
liser,il est nécessaire que
les intonémes répondent &
deux positiouns:
I°- Toutes les trois intone-
mes sont en opposition dans
une phrase neutre par le sty
le et & un seul composant
lexico-grammatical. (Allons
au boeis?- Allons au boise-
Allons au boiSe....) et,
2°- L'intonation est le seul
moyen de différencier le
sens, autrement dit, quand
le composant lexico-gramma-—
tical n'influence pas le
choix de 1l'intonéme ou lors-
qu'il n'est pas motivé par
la position.Dans la position
forte 1l'intonéme se présente
ainsi: ID-CI-l; IA-CI-3; IP-
ton monocorde. Cette intoma=~
tion est de style neutre,
mais elle peut 2tre utilisé
sée stylistiquement(intona-
tion expressive). C'est le
CI-4,6,2 pour 1'IA; CI-2,5
pour 1'ID. Ici,les fonctions
non-grammaticales de 1l'intoa
nation vont de manifester.
Selon la position(position
faible),la dépendance du
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choix a deux aspectse.
I,L'intonéme est représen-
tée par sa variation quand
le choix de 1'unité est ma®
qué par la position,c'est-
d-dire, quand les moyens
lexico-grammaticaux expri-
ment le sens principal de
la phrase et l'intonation
n'est que complémentaire,
Par ex.:Pourquoie.? =Sie.e.
Ce que...-Bonjour,... Véra
apportez—-moi. (A comparer
avec-Véra a apporté). Plus
le sens est exprimé par les
moyens lexico-grammaticaux,
moins l'intonation a de rd-
le & jouer (Selon A.N.Groz-
dev) et ceci peut aller jus-
qu'a la neutralité totale.
(Quelle heure est=il?)
L'intonation des proposi-
tions du type communicatif
(question, demamde...) se
conforme & certaines régles
dans chague langue les sien.
nes., Ici, le r8le différen-
ciateur de l'intonéme est
affaibli,car des moyens
dexpression du sens de la
phrase,autres que ceux de
l'intonation, y sont em~
ployés.
II. L'intonéme est présen-
tée par sa variante. Dans
cette position, les intoné-
mes ne s'opposent pas.Glest
le cas lorsqutest employé
le type "interdit" 4'into-

néme, c'est-d-dire, quand
lt'intonation n'est pas em-
ployée dans sa signification
premiére lorsque prévalent
les relations syntaxiques.
Par ex. l'intonation de 1la
fin d'une phrase narrative
peut &tre dite avec le CI~
544,6. La neutralisation est
aussi possible : Tu as ou=
blié les gants?- Tu as ou-
blié les gants.~ Tu as ou-
blié les gants (et le para-
pluie aussi).Ces intonations
portent toujours une colora=-
tion stylistique expressive.
Ainsi, les particularités de
la réalisation des intonémes
dans le texte servent de ba-
se & la détermination du rd-
le stylistique de 1l'intona-
tion,.

La résolution de la ques~
tion des intonémes permet
aussi de Jjuger des caracté-
ristiques du rythme et de
ltintonation d'un auteur
( ou d'un texte ).
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THE INTONATION OF INTERROGATION IN T
WO
SICILIAN ITALIAN VARIETIES OF

Martine Grice

Department of Phonetics and Linguistics, University College London

A studv of ABSTRACT

study of intonation contours in Pal

and Catania Italian shows that sug:;:
dissimilarities between interrogative forms
may be simply due to timing differences

?;lxgc the existence of a non-functional

1 III?II’lt;FODUCTION
. ian, intonation plays a maj
in the communication ofgin)t,errogag);nr.oll:
the case qf yes-no (polar) questions, there
are no interacting morphological or
syntactic cues; it is solely by virtue of
their intonation contours that they are
perceived as questions rather than as any
other illocutionary act. Nonetheless, the
tonal pattern which marks this function in
different accents of Italian is not uniform
In the two Sicilian varieties examined
tézrt:;l . ;’hg.;oge rrfzi)rﬁgsn in Palermo and
- itis wi ise-
nsedesgecrtrx;\;gly. th a rise-falland a
se is e here of recordings i
out as part of a more extensi\g/e csme}'d
These include spontaneous speech ami
questions and statements which were read
aloud. The latter had accompanying
contexts clearly indicating the desired
focus structure. An auditory and
instrumental examination of these data for
five speakers of each variety (all speakin
regional Italian rather than a dialc:cté)Z
provides the basis for discussion.

2 THE TONAL F
IN’XERR;)GATIO(N)RM OF
ccording to Crystal -
‘most intonologists vi?\,v the f[is;llal(gl}'gcti;xz
of pitch movement as paramount in the
classification of tones; a rise-fall is
therefore considered to be a variant of a
fall rather than a rise. In Bolinger's pitch

accent analysis, a rise-fall lies, along wi
falls, within the Accent A category, gxceg:
where the fall has a shallow gradient.

If it is the terminal pitch direction
which is crucial to the marking of interro-
gation, then the two varieties of Sicilian
Italian, Palermo Italian (PI) and Catania
Italian (CI), make use of entirely different
intonation patterns: the terminal pitch
movement is falling in the former and
rising in the latter. However, the two are
mutually comprehensible as far as
interrogative function is concerned. It is
therefore of interest to examine whether
there is a common element in these two
contours.

It could be argued that it is the rise
which signals interrogation - intonation
group-finally in CI and before the final
fall in PI. Although this is tenable in CI,
the situation is not clear-cut in PI, where
non-final clauses are distinguished from
polar questions by intonational means,
even though both types of contour contain
a pre-terminal rise. Alternatively,
interrogation could be signalled by the
presence of hzgh pitch, manifesting itself
as 2 high terminal in Cl and as a boosted
peak in PI; but there is no simple cor-
relation here either, as boosted peaks are
not confined to interrogatives. They occur
on non-final clauses and exclamations,
both of which are intonationally (whilst
not necessarily syntactically) distinct from
polar questions. A consideration of these
other forms is important in clarifying the
tonal form of yes-no questions.

3 TIMING IN PI CONTOURS

A closer look at the interrogative in PI
suggests that it is the timing of the rise
that distinguishes polar questions from
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other sentence types. In the former, the
rise begins and ends on the accented
syllable; in fact it is generally
accomplished during the vocalic portion
of the syllable (which is also the part with
highest sonority (cf. Silverman and
Pierrehumbert 5D.
Figure 1 illustrates the FO contour of
a PI yes-no question with narrow focus
on the last lexical item: “Glielo porta
domani?" (Will s/he bring it tomorrow?).
As is most common in Italian, the
penultimate syllable is stressed. The final
art of the contour (in the region of the
final accented syllable and beyond) may
be described as the following sequence of
tones: LHL. This LHL sequence occurs in
the non-final clauses and exclamations
mentioned above.

In the schemata presented below, an
initial L tone is taken to occur at the point
at which the FO gradient becomes positive
(the beginning of the rise), the H tone the
point at which a zero gradient is reached;
this could be a turning point (peak) or the
beginning of 2 plateau. The final L is the
low point reached at the end of the
utterance. Schematically:

H

VRN

In all cases, the final L occurs at the end
of the intonation unit. We shall therefore
concentrate on the timing of the LH
sequence.

In the polar question, L occurs early
and H late in the accented vowel. The
contour may be schematised thus:

a) ‘/—\
%
VA

H
o

In non-final clauses, L occurs
between one and two syllables before the
accented syllable, H occurs late in the
yowel, as follows:

b)

In certain types of exclamation, L occurs
before the accented syllable and H occurs
early in the accented vowel, as follows:

LV
The existence of these contours makes
it difficult to account for the distinctive
timing in terms of association rules,
which allow for the association of one
tone with a metrically strong (accented)
syllable. Optionally, another tone may
lead or trail. An association of the type
LE* would have to be used for cases (b)
and (c) above and L*H for case (a)-
Where the accented syllable is word
and utterance-final, the rising movement
is timed in the same way as in penulti-
mately stressed words but the fall is not
completed, ie. does not terminate low ; the
rise(-plateau)-fall in Figure 1 has as its
equivalent the rise(-plateau)-slump
(Cruttenden's terminology [2]) in Figure
2."Gliel'hai detto u?" (Did you say it?)
The timing of the LH part of the contour
is such that both L and H occur on the
vocalic part of the syllable; it can be
argued that there is a final L if it is
considered to be undershot. It appears,
then, that the final drop to low does not
play an important role in signalling
interrogation.

TIMING IN
QUESTIONS IN PI AND CI

Figure 3 illustrates the CI contour of
the yes-no question "Glielo porta
domani?” - equivalent to Figure 1in PL

Two alternative hypotheses might
account for the mutual comprehensibility
between Pl and CI interrogative contours,
both assuming that LH is the crucial
sequence.

The first relies on the concept of
alignment which has been explored in
various ways in a number of theoretical
frameworks. The work of Bruce and °
Garding [1] accounts for dialectal
variation in terms of whether a FO peak is
early or late in relation to the accen
syllable. Ladd [4] formulates this in terms
of the binary feature [tdelayed peak]. The
notion of precise alignment in the above
mentioned work is adopted here.
However, no constraints are placed on the
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number of tones aligned with any given
unit.

The second hypothesis makes use of
the concept of association where one tone
only is associated with a unit in the
syllabic tier (cf Pierrehumbert [5]). In
each case, the low end-point in PI is
accounted for differently:

Hypothesis A: In PI, L is aligned
with the beginning and H with the end of
the accented syllable. Once the H target is
reached, the pitch falls to a contextually-
determined L tone (this low is
accompanied by low amplitude and
reduced spectral definition). The low FO
is realised when additional segmental
material follows the accented syllable with
which the LH is aligned, as is more often
than not the case in Italian.

In CI, the L is aligned with the end of
the accented syllable and the H with the
end of the phrase; alignment is
consistently later.

Hypothesis B: For PI, the contour
is analysed as L*H L%. However, both
the L* and the H fall on this syllable. This
is due to tonal repulsion of the H (cf.
Silverman and Pierrehumbert [6]), by an
accent-specific, contour independent
obligatory L% boundary tone.

For CI, the boundary tone is not
obligatorily low; it may be high or low,
The contour is analysed as L* H% or
L*H H% although no independent
evidence in favour of the latter tonal form
with a bitonal pitch accent has been
found.

In opposition to Hypothesis B is the
existence of the contour in Figure 4 of
the PI question "Ma e' andato al cinema?"
(But did he go to the cinema?) where
narrow focus is underlined. Both L and H
fall on the accented syllable "da". The rest
of the contour consists of a high plateau
followed by HL.. Although the L% in the
contour in Figure 1 could be seen as
shifting the position of the H back onto
the stressed syllable, there is no reason
for this to be the case here.

Another problem with Hypothesis B is
that, according to Silverman and
Pierrechumbert, tonal repulsion occurs in
order to allow the tones to be fully
produced in the time available. In the
example illustrated in Figure 2, where no
segmental material follows the accented
syllable, the final L is not fully produced.
Furthermore, a comparison of a number

of contours by a number of speakers
shows that there is no noticeable
difference between timing of the LH in
penultimate stress contexts (as in Figure
1) and in final stress contexts (as in
Figure 2). A theory of tonal repulsion
would predict that the proximity of the
tones in the latter context would shift the
H tone even further back. This is not the
case.

Independent evidence in support of
Hypothesis A may be found by
considering the tonal timing of the other
LHL contours in PI. An account of this
alignment requires four alignment points,
all of which can be used distinctively:

> V- V4
where, in relation to the segmental tier, >
is prior to the accented syllable (equivalent
to a leading tone); within the accented
syllable, V- is early and V+ is late; ] is at
the end of the utterance.

The yes-no question (a) is aligned
thus:

L H L
V- V+ ]
the non-final group in (b):
L H L
> V+ ]
and the exclamation in (c):
L H L

> V- 1

The status of ] in PI is such that it does
not align with tones which carry a
functional load. There is no choice on the
part of the speaker, as there is a L tone in
this position in all utterance types. It is
perhaps due to the linguistic insignificance
of L in this position that it undergoes
undershoot when there is insufficient
segmental material for the movement toL
to be achieved (ie. it is too close to V+).
There is certainly no evidence of the H on
V+ being lowered for this reason.

This is not the case in CI where either
H or L may be aligned with }, a linguistic
choice depending on the illocutionary act.

It may therefore be concluded that in
PI only a L tone may be aligned with a ],
whereas in CI a tone of the speaker's
choice is aligned with it. This suggests
that in the former case the boundary tone
is phonetic (ie. contextually determined)
and in the latter it is phonological
(implying a linguistic choice). In this case
the alignment of the CI polar question:

L H
V+ ]
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can be seen to be equivalent to the
i ent of that in PL:
alignm o at

V- V+ 1 )
where both have the LH alggncd with the
Jast two meaning-bearing alignment points
of the utterance.

USIONS ]
i (V:VOhI:t(a:x;‘pears to be a difference 1n the
intonation contours of interrogatives in
Palermo and Catania Italian can be
analysed as a similarity of tonal form as
follows: the rise or LH sequence which is
the marker of interrogation 1S aligned in
both cases with the last two meamng-
bearing alignment points in an intonation
group. The rise-fall in PI therefore
consists of a LH sequence follpwed by a
contextually determined L which has no
i load.
fun’i‘tlll%nilxistence of functi_onal versus
non-functional tones requires further
corroboration, some of which may be
gleaned from a study of other languages
which use the rise-fall as marker of
interrogation. This may provide ':xin
explanation for why these languagc? o
not fit in with the url\:yersal te;idé::cy ora
erminal rise to mark Interrog; . )
’ In :lddision, more detailed phonetic
analysis needs to be performed on the PI
interrogative contours and a mtc})‘re
systematic comparison made with o lef
non-interrogative contours. In particu atl)r,
the alignment of each tone n_eeds 50 e
carefully controlled. To this end, ha
perceptual study is planned whereby the
alignment of LHL contours 18
systematically varied.
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Fo DECLINATION AS A CUE TO
DISCRIMIN
TONAL CLASSES AND PHRASING IN FR%’IEI((J)X? oF
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?B ETRACT
o keypoints follow an overall deca;
the beginning to the end of Igrg?ctg
utterances. This is best accounted for when
étlnzsl;:)s'pczgts ﬁre gistributed into 3 tonal
lass , H, S). We co
significance of linear and tgl:\z:l{i)réti
polynomial regressions to account for the
lFo declination of these 3 classes. This
atter regression generally shows a negative
second derivative, which leads to a
discussion. We find that class S determines
the occurrence of declination resettings
The regression significance may be better,
un@er. certain conditions, inside sccﬁon.v;
delimited by S-points than in the span of
the whole utterance. We discuss whether
regressions may be a cue to resettings.

%‘.h' BA%KGROUND.
is study deals with the organisati
ft}r\g Igagloot(lllyﬁl’ceypoiqts in Frengh utterazteosf
fom bo equential and temporal points
The speech material is taken fro

| m a Fi
f;rrl?ul:ted ‘man-machine dialog in \:gll:gg
accguni.m requests have been taken into
Our earlier works ([10], [11

» [11], [12
shown the existence of g Ewg?r;)ggz
organisation of tone in this type of
utterances. We distinguish between :
(li;srggix;:syl‘liat;xc tonal patterns, whose
and functi :

tzﬂe[aﬁve an mgc(:;ﬁg ar‘dcfer to the lexical

-intrasyllabic comours,’which alo i
other rcdundapt cues (pax;ses,ngc::u)h
assume a function at the syntactic level
'(I‘mamhes n% of phrase ends).

hese two tonal phenomena can b
dgstmg}ushed from three different points oi'
view : acoustic features, phonological
association with the syllable string,

functions (at lexic i
f 1 al, syntactic
informative levels). y > and

2. AIM OF THIS STUDY.
Considering that the approaches involving
sequences of Fo targets (e.g. [1], [7]) have
to be tested on our material, we now
examine this tonal organisation in a new
manner. The pitch maxima of suprasyllabic
patterns have been labelled as H. Those of
intrasyllabic contours have been labelled as
S. All syllables located off these patterns
and contours are considered as unstressed
(which for French means : low tone). The
center of their vocalic part has been labelled
is L. Both time and Fo values of these
ﬁﬁggOlnts have been saved in appropriate
Our aim is to show that satisfactory
regression functions in the time x Fo space
can be found to account for these (x.y)
keypoints, under some conditions :

;n dt:e gunctions must be calculated
ey :S>'ex}‘ )c:,mly for each class of keypoints
- polynomial functions (generall second
order) may often providg a bcttgr model
than linear regressions,

. - the model may often be improved when

the utterance has been i i
utt parsed into sections
delimited by the S-points (these sections
generally match phrasing, since S-points
have a syntactic function).
’ll)'hls paper actually draws the first trends,
ut complete results and general
conclusions will be available in our thesis
dissertation by September 91.

3. METHODOLOGY.

;Vc deal with 125 utterances, preduced by
speakers. Fo calculation and

representation, as well as tonal labelling,

has been run on a Masscomp-5400 mini-
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computer, using the SIGNAIX speech
signal processor [4]. Data have been
transferred to a personal computer in order
to run statistics.
The necessity for calculating independent
regression functions for H, S, and L, is
shown in an indirect way, since it relies on
the analysis of variance of the three
groups.
For each utterance, and for each tonal
class, we comp the R-squared and the
probability for linear and for polynomial
regressions.
When the utterance had S-points, the same
regressions have been tested on the
sections delimited by these points. We
could then see if the R-squared and p were
better in the case of sections.

4. RESULTS.

4.1. Regressions must be applied
separately to 3 tonal classes.

We said that acoustic features allow a
distinction between tonal events involving
H (the so-called suprasyllabic patterns) and
tonal events involving S (intrasyllabic
contours). The major two features are Fo
glide threshold and vowel duration. The
average vowel duration in the corpus for all
syllables except those bearing an S-point is
85ms. As shown in figure 1, vowels
bearing an S-point have much longer
durations:

iszogram e° X-: S vowels ourazion (me), 811 speskers

Count

60 80 00 '20 40 ‘g0 80 200 220 240 260 280 300 320
S vowels Qurazion (ms), a1l geskers

Fig 1: S-vowels duration, all speakers (ms)
: 153

mean: ms
standard deviation: 43 -

range: 70 to 304ms
(for 113 values)

The Fo glide magnitude between S and the
preceding L is bigger than the Fo glide
magnitude between H and the preceding L:

Ratio Fo(H) / Fo (L), all speakers:
mean Fo(S)/Fo(L): 1
standard deviation: 0.11
(for 113 values)

Ratio Fo(S) / Fo(L), all speakers:
mean Fo(H)/Fo(L):

standard deviation:
(for 466 values)

1.16
0.09

Otherwise, the regression functions applied
to the S group alone have a higher constant
than the regression functions applied to the
H group alone in 98% of cases.
The analysis of variance of the three
groups (H,S,L) confirms that the Fo
values organisation in the time dimension
must be studied for each group separately.
We shall call these groups tonal classes.
4.2. linear VS second order
olynomial regressions.
Fo declination is generally described as a
progressive Fo downdrift from the
beginning to the end of the utterance.
Declination models often make a distinction
between top-line and base-line downdrift
({11, (8], [9], [13]). As seen in (4.1.), and
as shown in figure 2, we find it useful to
analyse this phenomenon for 3 separate
classes, which provide an L-line, an H-
line, and an S-line.
These lines are obtained by regression
functions. S-lines have low significance
since utterances have few S. However the
S-lines slopes do not usually differ
significantly from the slopes of other
classes. The general shape of the downdrift
shows a slight convergence between
classes rather than a strict parallelism.

Scu..ergram of columns: XY * X3¥3
@ imelL), FolL) © .imeti), rot A imeiS), FoiS)

FolL)

sy

o 000 2000 4000 5000 600¢

3000
Jmeil)
Fig 2: L-line, H-line, and S-line obtained by linear
regressions. Time is in milliseconds, Fo in Hertz.
Utterrance: "jaimerais connaitre le temps prévu le
douze juin mille neuf cent quatre vingt deux sur le
versant alsacien des Vosges".

The number of H points in the H-lines may
be lower than 4 (mean 4.3 per utt.), SO that
no significant regression can be calculated
in these cases (41% of the occurrences).
329 of the H-lines are better accounted for
by a linear regression although
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approximately 2/3 of these do not reach the
probability p=0.1. Actually, if we consider
utterances with a greater number of H, the
2nd-order polynomial regression appears
to be a better model. This is the case for
27% of H-lines, out of which more than
2/3 have p<0.05.

The same tendency can be noticed for L-
lines, which gather more keypoints than H-
lines (mean 9.6 per utt.). We found that
60% of the L-lines (generally the ones
provided with a greater number of L-
points) are better accounted for by 2nd-
order polynomial functions. Most of them
provide a satisfactory R-squared, and over
95% have p<0.05.

The x2 coefficient was found to be
negative for over 90% of L-lines. In most
cases, the lines can be divided into two
temporal phases : first, they increase, but
they have a negative second derivative
(shorter phase); second, Fo drifts down
and the second derivative remains negative
(which means that Fo steepens with regard
to time). See figure 3.

Scatiergram ‘of columns: X°Y° . X3Vy
. @ imeiL), Foll) © imeliny, Fain) Bimels), Fofs)

" 604

FolL)
]

S00 000 500 2000 2500 3000 3500 400
zimelL)

Fig 3: L-line and H-line obtained by a 2nd-order
polynomial function. This utterance has only one
S-point. R-squared for L is 0.887, p<0.0001. R-
squared for H is 0.915, p<0.0855

A discussion of these results is presented
below.

Yet 40% of L-lines are better accounted for
by linear regressions. One explanation is
that most of these L-lines are provided with
few L-points. Moreover, only 1/3 out of
those cases reach p<0.1 (which is partly
due to the low number of points).

4.3. Utterance vs sections.

Trying to find one function to account for
keypoints has less and less justification as
utterances get longer. Many authors ([1],
[31, [13]) have noticed that the course of
declination may be reset at major
boundaries. Our material provides many
long utterances interrupted by silent

pauses. The pauses generally occur
immediately after S-tones.

We found that roughly half of the L-tones
that immediately follow an S-tone (L2)
have a higher Fo value than the L-tone that
immediately precedes the S (L1).
Moreover, if we now consider the Fo
difference between L-tones and the y-
values of the regression function provided
with the same respective x-values, we find
that most of the L1 have a negative
difference while most of the L2 have a
positive difference. This seems to indicate
that the resettings must be interpreted with
regard to an overall downdrift which
covers the whole utterance, rather than to
the rough Fo scale. This point deserves
further investigation and will not be
discussed in this paper.

Another criterion for resetting is the
significance of the regression applied to
sections delimited by the S-tones, as
compared to the regression on the whole
utterance.

This criterion is disappointing at first sight.
Our hypothesis was that the utterances
could be successfully parsed into sections
delimited by S-tones. Some utterances do
not have S-tones. Otherwise parsing has
been attempted as long as S split the
utterance in a way which provided the
resulting sections with at least one L and
one H (thus excluding final S). Finally
both linear and polynomial regressions
were run on the span of sections. The main
problem that we encountered is the lack of
points in the sections, especially for H-
points.

In cases where the section slopes are
obviously reset (relative Fo difference
between L2 and L1, silent pause
interruptions), the significance of section
regressions often remains low. It is lower
than the corresponding utterance
regressions for 87% of sections, although
38% still provide a p below 0.05.

Yet if we now assume that there is no
linguistic reason why the declination
models obtained above by regressions on
long sequences of points should not be
implemented on shorter sequences, we
may consider that the R-squared is a better
cue than the probability (which is directly
related to the degree of freedom). Actually,
63% of section R-squared are higher than
the corresponding utterance R-squared.

See illustration in figure 4 & S.
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Fig 4: Utterrance "Quelles sont les temperatures
maxima et minima aux environs de 'Gérardmer a
plus de huit cents matres aujourd'hui”, R-squa.red
for L-line: 0.561, p=0.0108. R-squared for H-line:
0.302, p=0.4076. See next figure for section
results.

Scattorgram for columne: X3 ¥y « X3¥3
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Fig 5: 2nd-order polynomial regressions for the
first section of the same utterance as in figure 4.
The section ends in the S-point repres;med by a
black triangle. R-squared for L-line: 0.83,
p=0.0049. R-squared for H-line: 0.9, p=0.0011.

Further discussions about resetting cues
will take place in later publications. We
now prefer to focus on the point of the
negative second derivative that has been
found for most of the declination slopes.

5. DISCUSSION

Negative x2 coefficient does not confirm
the previous observations on the general
slope of declination ([1], s, vyhlch was
found to follow an expgnen't'lal decay
(phrase component in Fujisaki's model).
This shape of the overall decay has been
claimed to be conditionncd.elthcr tgy
subglottal pressure [6] or by crico-thyroid
activity [2]. Beyond this controverse, it
may be assumed that declination 18 mostly
determined by the linguistic struture of
utterances, and therefore prg-planped
independently from hysiological
constraints ([8], [9], [13]). Since the
keypoint values are _hngulsucally
conditioned, the exponential decay model
cannot be conceived as language- and
context-independent. We infer that the
steepening slope in our material is due to

the specific structure of these Fx:ench
utterances. Since the slope remains a
function of time, its shape cannot be
conditioned by lexical or syntactic factors.
On the contrary, the phatic function may be
assumed to weaken smoothly as the S-tone
linguistic information nears. The
steepening slope may be a pre-indicative
cue for the perception of S-tones (i.e.
boundaries). As a consequence, the pitch
of unstressed syllables in these French
utterances should be considered the result
of a controlled active process.
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RUMANIAN INTONATION STEREOTYPES
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ABSTRACT
Relying on the criterion of
intonation-text relation,
the author proposes a clas-
sification of intonation
stereotypes (ISs) into three
categories: (1) ISs depen-
ding on a grammatical struc-
ture, e.g. Verb+Indefinite
Article+Noum etc; (2) ISs
representing a higher degree
of connection between into-
nation and text; e.g. into-
nations specific to some i-
diomatic phrases; (3) ISs
occurring in the absence of
any text, i.e. the intonati-
ons of "hummed messages" u-
sed to express "Yes", "No"
etc.

0. PRESENTATION

The term "intonation ste-
reotype" (IS) as used here
is meant to be more compre-
hensive than "stylized tones"
or "clichés mélodiques"; it
refers to a more or less fi-
xed pattern which is cons=
tantly associated with the
same semantic and/or pragma-
tic content,

We propose the classifi-
cation of ISs into three ca-
tegories:

1. INTONATION STEREOTYPES
DEPENDING ON A GRAMMATICAL
STRUCTURE

1.,1. The exclamative struc-
tures

ce "what" + noun
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cit "how many" + noun
may have two intonational
variants:
~ a one-peaked pattern: an
upskip to the accented syl-
lable of the noun is fol-=
lowed by a downskip; e.g.:
ce bogEFle, "What abun-
dancel";
- a two-peaked pattern,
with the first peak on the
exclamative word and the se
cond one on the accented
syllable of the noun; e.g.:
-
1

o
C te 1 "
tapt Ypjit How many

pictures!”

1.2, The structure

ce + noun can be also used
with a somewhat opposite:
attitude, i.e, that of re-
jecting the partner’s sta-
tement, In most cases, this
rejective exclamation is
pronounced in the low part
of the voice, with a slight-
ly falling intonation and
therefore a narrow pitch
range. Since in Rumanian
the main function of ce is
the interrogative one, the
rejecting IS may be con-
trasted to the "homonymous"
interrogative pattern; com-
pare: :

Speaker A: Speaker :A:
Vrea sda plece Am gisit o i-
in Himalaia, dee pentru
"Hé wants to film, "I've

leave for Hi- got an idea

malayas."” for the movie,
Speaker B: Speaker B:
ce
€e liee! tdee ?

what an idea! What’s the i-
dea?
33 au i g (82ERta it E Ry
be expressed in Rumanian,
beside other devices, by u-
sing the structure
verb + indefinite article +
noun
e.g.: Era un frig/ "It was
terribly cold!" (literally:
"It was a cold!"). This "su-
perlative" IS consists of a-
two-peaked pattern generally
ending with a suspended high
pitch: the two peaks corres-
pond to the verb and the
noun, respectively, the in-
definite article being cons-
tantly pronounced on a low
pitch., The last peak is u-
sually followed by the leng-
thening of the last vowel on
a high sustained pitch:

E zeriee/ "What a
° mi

mess!" (Lit.: It’'s a mess!).

1.4. Another "superlative"
Rumanian structure, this
time in terms of quantity,
implies the same IS:

verb + preposition la "at”
+ noun

e.g.: Au venit la oameni/
"There came hosts of peo-!

-plel” (Lit.: There came at

people!), where the emphatic
effect is the result of an
ensemble of factors: the
necessarily undefinite form
of the noun, the unusual
word order, the special sus-
pensive intonation pattern,
the extra duration of the
last syllable vowel:

N a ./
nit meeni !
Au ve 1
a o

2., INTONATION STEREOTYPES
REPRESENTING A HIGHER DEGREE
OF CONNECTION BETWEEN INTO-

NATION AND TEXT
This is the case of many

phrases specific to any lan-
guage, where a set sequence
of concrete words implies a
certain IS, or, as Bolinger
says: "What we find is ei-
ther a set intonation or a
very restricted range of in-
tonations as part of the set
meaning® [ 2, 98].

Certainly, "there is no
string of words that has one
necessary intonation” [7, 57
and no intonation represents
exclusively a certain text
[6, 180]. In fact, to the
enormous number of idioms of
a given language there cor-
responds a rather limited
number of intonations.

2.1, Most of the idioms have
resulted from an ellipsis,
accompanied by their seman-
tic reduction. This often
creates homonymous utteran-
ces with the original cnes
(with "full" meaning). Per-
haps many languages have a
number of such "expressions -
a deux lectures" of which
one is idiomatic. In these
cases, the intonation re-
presents the only element,
(beside the context), which
determines the meaning, so
that it has a distinctive
function,

Actually, a great many of
the Rumanian idioms may be
regarded as "minimal pairs”
of some utterances with the
same wording and syntax, -
which are pronounced genera-
lly with a different intona-
tion; compare:

Speaker A: Speaker A:-
Am nevoie de Care dintre a-
tot salariul ceste doua
tau. cdrti 1ti tre-

buie? .
"I need all "Which of the-
your wages." se two books
is of use to
you?"
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Speaker B: Speaker B:

as , bu ., A

s .
ta-1 na! ta~1 bun-,

a.
"That’a good "This one will
jokel!" (Lit.,: do",

This is good),

Therefore the ISs attached
to the phrases function as
such only in their specific
linguistic and situational
context [ 5, 4]. We have
dealt with some of Rumanian
examples in other papers

[3; 4] : Nu mai spune/ "You
don’t say sol", De unde/
"Not at all!"™, ce folos/
"What’s the use of it!",

De ce nu/ "Why not!", Nici
vorba/ "Nothig of the kind",

2,2, It seems necessary to
make a distinction between
the expressions with a mea-
ning by themselves and the
ones which resort to the in-
tonation [ 1, 276-277].

Some idioms have become
"frozen" in an odd, ungram-
matical form, so that they
have no homonymous free pair
Rumanian has many such e-
xamples: Cce mai!, Nici vor-
ba!, ce daci!, cum sd nu!,
Ce-are a face/, Ce dracu/,
La ce bun/!, vezi si nuletc.
Generally they have a speci-
fic intonation, but not a
distinctive one; e.g.:

Speaker A':
O s3-mi dai si cartile tale,
"You’ll give me your books
too.,"

Speaker B:

L1 "
a! By no means!

(Lit.,: "See to not").

3. INTONATION STEREOTYPES
OCCURRING IN THE ABSENCE OF
ANY TEXT

Some of these _ "intonation
carriers" [2, 97] are utte-
red without opening the
mouth; most of them function

as different types of repli-
es and probably it is this
"sequential" position in the
dialogue which makes possi-
ble their capacity of being
wordless.,

According to Fénagy [5,
104], these "tonal gestures"
are not less conventionali-
zed than other equivalent
responses, like "Yes", "No"
etc, Revealing their full
and strict meaning, Karcev-
skij [ 8, 222] calls them
"real algebraic symbols of
sentences", Let us see one
example:

The hummed message used
in Rumanian as an affirma-
tive answer consists of two
syllables formed by two syl-
labic [m]s separated by a
"pure nasal aspiration which
is generally voiced" [ 9, 81]
Its specific IS represents
a rise on a pretty fixed
interval of a major second
(a slightly greater rising
interval implies more inte-
rest or participation).

In other languages the
rising interval is different;
for instance, FSnagy des-
cribes the French equivalent
as a labial nasal [m] accom-
panied by an abrupt rise of
a seventh, whereas in Hunga-
rian it is characterized by
a slower and smaller rise, a
"bigyllabic sixth", with two
peaks of intensity, one at
the beginning, the other at.
the end of hum [ 5, 104] .

In other languages still,
it seems that the same IS
may be used with a different
pragmatic value, e,g. in
United States it is heard as
a gentle and shorter answer
to "Thank you".

4. COMMENTS

All types of ISs we have
dealt with are used in the
colloquial, informal langua-
ge, most of them being affec-
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tively or attitudinally
marked.

In the case of the first
type, a somewhat set pattern
expresses a peculiar sense
(such as "superlative" or
"rejective" etc). In the
second case, a definite pat-
tern is assigned to a con-
crete verbal formula, the
ensemble having its own mea-
ning in a given language;
that is why the ISs associ-
ated with idioms are to be
"jearned as part of the
whole", as pointed out by
Bolinger [2, 101].

The functional efficien-
cy of our ISs is obviously
decreasing from type 1 to
type 3.

our first type of ISs
are known in other langua-
ges too, similarly to the
so-called "intonation mor-
phemes", whereas the second
type represents ISs speci-
fic to every language, the
same as their corresponding
idiomatic text. As for the
third type, the use of
hummed messages is probably
universal; what differs
from one language to ano-
ther is their phonetic as-=
pect and/or meaning.
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. ABSTRACT

This Paper presents a parametric
description of German fundamental
frequency (Fy) contours as obtain-
ed by applying of Fujisaki'’s into-
nation model to German, The para-
meters of the model were extracted
by an automatic approximation to
naturally produced F, courses. The
parameter values were standardized
using statistical procedures. Fi-
nally, intonational prototypes
that may be related to linguistic
categories were developed by rule,
Uttert?nces resynthesized with pro-
tgtyplcal F, contours were Judged
hlgl:xly acceptable by phonetically
trained listeners,

1.

ON
Intelligibility and na
artificially producedt‘;rpz]:cissm::
improved considerably if one
allows for prosodic information,
Tht.erefore, the generation of pros-
. odic features by rule is an impor~
tant component of text—to—speech
.systems. This implies that an ad-
eguate description of the intona~
tional variations of the language
concerned is at hand. The most
outstandlng acoustic correlate of
intonation is the temporal course
of fundz'amental frequency ( Fg).

The aim of this contribution is
to separate analytically those
factors that determine the F con-
tour of German utterances. ’ngis is
ac.:hieyed by applying the quantita-
tlvg intonation model Presented by
Fujisaki [1] to German. The model

been elaborated by PFujisaki
for the analysis and synthesis of

Research, Poznan , Poland

Japanese intonation. It is based
on the superposition of a basic
value (Fain)s a phrase and an ac-
cept component. The control mech-
anlsr'ns of these components are
realized as critically damped sec-
ond-order systems responding to
impulse and rectangular functions,
rt_espectively. Thus, the model pro-
vides a parametric representation
9f intonation contours resulting
in a considerable data reduction
in analysis and synthesis applica-
tions,

The extraction of the parameters
W?S attained by a close approxima-
tion of naturally produced F
curves with the contours generateg
by the quantitative intonation
rpodel. The fitting procedure was
implemented in a computer program.
P1_~ototypical parameter configura-
tions were derived by statistical
analyses and related to linguistic
categories, e.g. s word accents.

The major issue of this paper is
the classification of the parame-
t§rs and the derivation of intona-
tional prototypes. But first, the
speech materials and the method of
extracting the parameters will be
presented,

2. PROCEDURE

2.1. Speech Materials

In this investigation, the speech
material was limited to German
declarative sentences containing
only one prosodic phrase. 25 test
sentences were realized by three
male t_a.nd two female speakers, re-
spectlyely. For one speaker, the
recording was repeated two months
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after the first session. The same
speaker realized another corpus of
25 test sentences.

The stressed syllables of an
utterance were determined in a
listening test. By. definition,
each stressed syllable that is
characterized tonally by F, move-
ments, will henceforth be called
accented. Following Thorsen’s [2]
description of "stress groups", we
define an accent group as a proso-
dic unit that consists of a lead-
ing accent syllable optionally
followed by unaccented syllables.
This unit is independent of any
word boundaries but sensitive to
major syntactic boundaries.

2.2. Parameter Extraction

Extraction of the parameter values
was done automatically. Using a
procedure of analysis~by-resynthe-
sis, the original F, course is de-
composed into the components of
the quantitative intonation model.
The parameter values are determin-
ed by approximating the contour
generated by the model to the ori-

ginal F; curve. Based on the prin- .

ciple of superposition, the para-
meter extraction may be carried
out for each component of the
model separately.

In our interpretation of the
model, the phrase component is
considered the baseline of the
intonation contour with its maxi-
mal value at the very beginning of
the utterance. In declarative sen-
tences, a standardized negative
phrase command was introduced to
allow for the final fall. Each
accent group is modelled by the
contour resulting from one single
accent command. The accent command
parameters are determined by the
method of least squares.

The parameter values extracted
by this procedure were treated
statistically with the aim of
classification and standardiza-
tion. The final goal was the deri-
vation of intonational prototypes
that are perceptually as accept-
able as naturally produced con-
tours., The results of the statist-

ical analysis are presented and
discussed in the next section.

3. RESULTS

3.1. Basic Value F_,,

There is a relatively small dis-
persion of the basic value F,;,
with all five speakers. 50% of the
observed values are found to fall
into an interval of about 3.0 Hz
around the arithmetic mean of each
individual speaker. This small
variation makes it reasonable to
keep the value of F,_, constant in
experiments with resynthesized
speech.

3.2. Damping Factors

The damping factors a and 8 of the
phrase and accent components, re-
spectively, are treated as con-
stants., Fujisaki [1] has shown
that the approximation of natural-
ly produced F, contours by the
model is not impaired if a is as-
sumed to be constant. In our in-
vestigation, a fixed value of 3,1
s'! was used. The B range was re-
stricted successively in the pres-
ent study. Finally, the value of
16,0 s-! proved to be suitable for
all speakers and all utterances.

3.3. Phrase Amplitude

Since the phrase component is in-
terpreted as the baseline of the
contour, only the phrase amplitude
has to be considered here. In an
analysis of variance (ANOVA), in-
dividual characteristics of the
speakers, structure of test sen-
tences and corpora, utterance
length, and overall speech tempo
were tested as potential sources
of variation of the phrase ampli-
tude. The most important factors
are speaker (F=13.7, p<0.0001) and
sentence (F=2.9, p<0.001). The
significant influence of utterance
length was reduced to a strong
dependence on the factor speaker.
Other factors were not found to be
significant.

Further analyses revealed that
the speakers may be classified
into three groups. Taking into
account the strong dependence of
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phrase amplitude on the structure
of the sentences, we looked for
features common to those sentences
with similar phrase characterist-
ics. Since the phrase amplitude is
directly related to the steepness
of declination, the global down-
ward trend, so our hypothesis,
should be stronger especially in
those utterances that begin with
an accent syllable and end in an
unaccented syllable. This hypothe-
sis was confirmed by the result of
the ANOVA showing the significant
influence of the distribution of
accents (F=36.3, p<0.0001).

3.4. Accent Parameters

For this section of the study, a
further restriction of the speech
materials proved to be necessary.
The parameters of the accent com-
ponent. were found to be highly
dependent on the position of the
respective accent group within the
utterance. In order to facilitate
the comparison of different utter-
ances, we chose only those sen-
tences that required four accent
comnands. Thus, the materials con-
gisted of 62 utterances containing
248 accent groups.

With respect to the amplitude of
the accent commends, speakers may
be grouped into two types. This
classification is consistent for
all positions of the accent group
within the utterance. At the sec-
ond and third positions, type of
speaker is the only significant
source of variation of the accent
amplitude. The duration of the
accent group plays a significant
role in the initial and in the
final position. Furthermore, in
utterance initial position, the
accent amplitude depends on the
word classes: Adjectives require
an amplitude value clearly lower
than other content words. In the
other accent positions, no similar
effect of word classes was found.

There is a high positive corre-
lation (r=0.815) between the dura-
tion of an accent command and the
duration of the accent group to
which it is applied. This is also

shown by the result of the ANOVA
(F=84.1, p<0.0001). No other aig-
nificant factors determining the
duration of accent commands were
found.

The temporal distance between
the beginning of the accent group
and the onset of the command var-
ies with the position of the ac-
cent group within the utterance
(F=13.7, p<0.0001). While in the
first, second and third positions
the command is set, on the aver—
age, after 10% of the duration of
the accent group, the command on-
set is found immediately after the
beginning of the accent group in
utterance final position.

Further analysis revealed that
there is a direct link between the
timing of the accent command and
the direction of the accent lend-
ing F, movement; the effect is
significant (F=52.5, p<0.0001). In
the speech material under investi-
gation, there is a preponderance
of rising and rising-falling move-
ments in the first (98%), second
(89%), and third (85%) accent po-
sitions. Utterance final accent
groups, however, are marked to a
large extent (76%) by falling F,
movements. Since in our interpre-
tation of the model, these move-
ments are approximated by the de-
creasing part of the contour gen-
erated by an accent command, the
early command onset in utterance
final position is not very sur-
prising. The particular character-
istics of final accent commands,
differing in some respect from
commands in the other positions,
is in accordance with the observa-
tion that accent groups are sensi-
tive to major syntactic boundaries
(cf. section 2.1.).

4. RULE-GENERATION OF F, CONTOURS
In the preceding sections, we pre-
sented those factors that were
found to be responsible for the
variation of the parameter values.
Standard values were derived sub-
sequently on the basis of the sta-
tistically significant factors. A
set of rules was formulated in
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order to generate prototypxca%‘
intonation contours. BY me_a.ns t?.e
LPC analysis and resym:hesm:Ed he
original Fy data were replac 3
the rule—generated contours. of
Acceptability and natura.lness of
these artificial lnt,onauor; pz;e_
terns as well as the adequat ewere
alization of the word accents ere
examined in & listening e?cp:;‘mub’
by six phonetically train sro-
jects. It turned out that the p >
totypical intonation cont.our}s] a:}ﬁ
highly acceptable: None of t ected
stimuli in the test were re.;: bed
by the listeners as bemg t}:\oe 2
ceptable or wunnatural. Wi rm gled
to the word accents, {nore de 11ed
judgements were obtained that'f‘c
to the jmprovement of two specl 1f
rules, one concerning the slope o_
the final accent, the other pr::lt
dicting the duration of the accen_
command in an accent group tcor_
taining the focus .of the u tie-
ance. An jllustration of a ru °
generated intonation contour
given in Fig. 1.

. CONCLUSION

gujisaki (1983) has shown thatsﬁ
intonation model based.on ﬂtlx?: o

perposition principle is @& .1g g
useful tool for the analysis a.n‘
synthesis of the complex Fp c;)'rk:e
tours in various langua_ges.. the
effects of different llngulsm

and spea.ker—specific features Ny e}é
easily be separated and contro
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for, an advantage th..t fa.cilit,aftl;‘;s
quantitative investigations. e
parameters remain congbant for a'
defined stretch of tm\e‘and. may
thus be related to hngumttc
units, in our interpretation to

: . groups. N )
accue‘gt zpplg;tion of }‘\lJlSakl’.S
work to German has now _resultcd 1?
a set of rules predicting thet,r‘)ae
rameter values for: dec}arallv
sentences. Further }nve§txgat10n§
will have to comprise mterﬁga
tjve sentences, too. The mg(i‘em;r]xi
of questions will be mrtu:o_dal—
interesting, since sentence ot
ity is supposed to be ref e:;: o
mainly in the phrase componen
the intonation model.
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ABSTRACT

In moroccan Arebic, the yesno question
melodic pattern is rising-falling as the
assertive ane.

The prosodic infarmation concerning this
modal opposition is located at the ter—
minal part of the utterance. But, at the
same time, a distinction is operated by
a drastic increase of the frequercy
range in yes-no question.

Does this perticular fact serve as a
predictive cue below the nucleus ?
confirm  the melodic  anticipation.
The difference of frequency range
assumes a predictive r8le during the
activity of processing.

1. INTRCDUCTION

Le point d'émergence de cette &tude
découle d'un ensemble d'cbservations |5/,
|6] concernant les caractéristiques pro-
sodiques de la question totale & répanse
oui/non dans le parler arabe du Marcc.
Cette derniére,qu'elle comparte un mor-
pénme interrogatif ou nn, est réalisée
tanbe-descendante qui évoque le patron de
1'énorncé déclaratif. A premiére vue,cette
similitude farmelle entre les courbes mé-
lodiques de la question et de la déclara-
tion porrait préter & équivoque dans la
mesure ol la chute finale est générale—
ment considérée came 1'apanage du mode
assertif. Néamoins, un examen plus atten
tif des dornées acoustiques nous a permis
de relever des différences notables

régies par 1'opposition modale. Ainsi,
contrairement a la déclarative, la partie
descendante du patron intonatif de la ques
tion est rigoureusement synchranisée avec
la syllabe firale. Cette chute mSlodique
qui semble &re une propriété inhérente
|1anguege specific| & notre parler est ma-
térialisée par un glissando de FY négatif
d'une ampleur supérieure & l'octave et qui
se conjugue —interdépendance des paramétres
oblige- avec un accroissement de la durée
de la syllabe porteuse finale. En revan—
che,dans le cas de la déclarative, la der—
niére syllabe est marquée par un ton stati-
que sité dans le grave et le point d'in-
flexion qui inverse la pente mélodique vers
le niveau plarcher de la gamme tonale ne
caarde pas farcément avec 1'ultime par-
tion de 1'&wncé. Quant 3 la partie ascern—
dente du patron interrogatif, elle commence
d&s 1la syllabe initiale,culmine sur la pé-
rultiéme et se caractérise globalement par
e P plus élevée que celle de la partie
assertive carrespondante.Cette canstatation
implique que le fondamental usuel de la
voix dans la question est plus haut que le
niveau de voix propre 3 1'assertion.
Sur un artre plan, les résultats d'une in-
vestigation perceptive S| indiquent que
1'infamation gyant trait & 1'opposition
modale est massivement localisée sur les 2
syllabes finales et que la chute mélodique
haute constitue la clef de volte de la cons
truction interrogative. Cela nous a autori-
88,lors d'un premier bilan,a instarer une
ligne de partage entre cBté amnt, les
dax demidres syllabes et cdt8 aval,
toutes les syllabes qui les précédent.

2. PROBLEMATIQUE

Ceperdant, le fait que ces demiéres
soient systématiquement dobes d'une FY
plus €levée que celle de leurs hamologues
déclaratives nous sugedre qu'il pourrait
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faire office d'indice avant-coureur suscep-
tible d'orienter 1'aditeur pendent la sai-
sie du signal de parole, de lui fournir la
possibilité dynamique d'ajuster ses hypo-
théses |7] et de 1'aider & identifier avant
terme, le statut modal de 1'énancé.
Cette problématique qui s'inscrit dans la
perspective prédictive de la prosodie 1],
l9],10l,111], 14| constituera le fil direc
ter de la présente étude. Elle perfaite-
ment résumde dans 1'une des intervogations
soulevées par Grosjean,F.[10[: "does the
listener know that a yes—no question is
being asked only on the last stressed word,
o does scme information exist befare that
point ? ".Cette information étant ici de
nature prosodique, il est légitime de cher—
cher & déterminer parmi les propriétés
acoustiques celles qui par 1'impartance de
Jeur contribution se haussent au reng d'in-
dice & valeur prédictive. En cutre, nous
pourrons  tenter de savoir & partir de quel
moment, si informetion anticipée il y a,les
indices disponibles permettent une identi-
fication modale efficace.Par exemple, est-
—ce que l'aditeur est en mesure de pré-
juger du caractére interrogatif de 1'énoncé
qu'il est en train de décoder dés la pre-
midre syllabe? dés les 2 premiéres syllabes
au lui en fa-il bien daventage?
Afin &'apparter une réponse & ces préoccu—~
pations, nous avons cangu 1'expérience per-
ceptive qui suit.

3.EXPERIENCE 1
3.1.Procédure expérimentale

Une phrase a ét8 enregistrée en chambre
anéchoique par 2 locuteurs (A.R.)et (M.B.)
de sexe masculin dont la langue matermelle
est strictement 1'arebe marocain (pour évi-
ter toute interférence avec le berbére).
Cette phrase a été réalisée une fois avec
we intonation déclarative sans pause ni
emphase et une secande fois avec une into-
nation de question.Cette phrase camposée de
14 syllabes & voyelles pleines est la sui-
vante
|38bu | imal ika| Imegana|djal Imekina]zzdidal
("Tls ont apports|a Malika|le compteur|de
1a machine|neuve|").
Les barres verticales correspandent,grosso
modo,a des limites entre mots. L'enregis—
trement obter a &t8 numérisé (convertis-
ser 16 bits [17| et analysé grice 3 un
systéme de traitement du signal fonction—
nant sous Unix [8]. .
3.2.Mthodologie

Lles 4 phrases ont ensuite fait 1'objet

d'une segmentation opérée sur une cansole
graphique.

De chacune des 4 phrases-méres (dorénavant
Pn) nous avons extrait,par troncations
successives, 8 séquences ou sections|SL
2 s8| qui serviront de suppart au test per
ceptif : H

;ab.xlrrel:kalnegmad]allnd&ma@.da

73 el

zabu Imalika
1malika 1mal
2300 _Lnalika Lregara

Imalika lmegana djallma

HEERESIHIREE

;abu Tralika lmegana djallmaking)
la bande expérimentals e est constituée des
seules portions tronquées S1 a S8.1a Pm
n'apparait jamais dans sa totalité.En effet
la clasule|zzdida| est supprimée parce
qu'elle est parteuse de l'essentiel d'infar
mation concernant 1'cpposition modale. Les

phorologiques  (cas des séquences impaires:
$3,55,57).Ces derniéres exploitent Judi-
cieusement le fait que certains mots débu-
tent par la séquence phonique |1ma| qui
carrespand,dens  la  langue,au signifié
" teat.Cette coincidence a rendu possible
weoapeél'intériax‘@m{sq;idébab
de la frontidre syntaxique sans,per ail-
leurs, parber attein te & la cohérence sémen
tique de la section ainsi dbterve.

3.4.Confection de la bande expérimentale

Une fois les 8 sections générées et
répertoriées,nous avons procédé a leur appa
riement: les séquences extraites de la Pm
assertive farment avec leurs carrespondan—
tes issues de le Pm interrogative des pai-
res de stimuli. Suite & un tirege aléatoire
le premier stimilus de la paire esT tanlt
d'arigine affirmative,tantdt interrogative.
Cette précaution permet d'cbvier a 1'éven—
tualité d'un effet d'ordre sur les réponses
Chaque paire est amonoée par un bip sonore
et comparte un silence interstimili d'une
seconde.A la fin du second stimuilus, 1'andi
ter dispose de 3 secandes pour damer sa
répase.Nous  avons  constité par wn
tirage au sort artomatisé 12 séries (6 par
locutar) de présentation et chaque série
corparte 16 paires de stimuli.
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3.5.Consigne

Au total,15 axditeurs marocains ont
participé,par séance individuelle,au test
qui se déroulait dans une piéce calme. les
séries étaient présentées par écouteurs a
wn niveau narmal de parole (65dB).La tache
du jury a consisté a identifier,sous choix
binaire forcé, les stimuli originaires de
la question totale.L'aditeur disposait
aur la feuille de réponse de la transcrip-
tion en arabe de toubes les sections ran-
gées selon leur ardre de présentation sur
la bande expérimentale et devait aprés
1'écoute de chague paire, désigner le
stimulus recaru comme  interrogatif
soit par le chiffre 1 quand le premier sti
milus de’ la paire est interrogatif, soit
per le chiffre 2 dans le cas contraire.
Dens le but de familiariser le sujet avec
la bende,une écoute non comptabilisée
de la premiére série a été effectuée.

4.RESULTATS DE L'EXPERTENCE 1

5i 1'on adret que le seuil significa-
tif de détection se situe & 75 % ,alars
came cela ressort des résultats confinés
sous fame de pourcentages (%) dans le ta-
bleai 2,les tax de répunses,pour toute
section, sont largement supérieurs a cette

Tableau 2: Scares (en %)d'identification
des stimuli interrogatifs en fonction des
sections et des 2 locuteurs. (Variables en

jeu : FP et Durée )

[ s1 s s3 s4 s5 $6 57 s8]
ARJ84 100 95 100 9% 100 8 100
M.B.|93 g1 ¢ 100 9% 91 100 100,

5. DISCUSSION

L'enserble du jury a fait preuve d'une
canduite cohérente et ne semble pas avoir
étE gfné par l'effet de troncation
et par son corollaire 1a réduction de 1'em
pen temparel des séquences stimuli.Cela in-
diquerait que 1'information prosodique si-
tuée en aval de la clausule suffit & 1'iden
tification précoce de la question.la varia-
bilité acoustique interlocuteurs n'a exer-
oé auan effet notable (p=.1).Cependant,
a1 vu des résultats,le score qui est rela—
tivement le plus faible (84 %)est le fait
de la séquence monosyllabique S1 du locu-
teur A.R. Cette attéruation de la perfar-
mance, toutes  propartions gardées, est vrai-
semblablement imputable a 1'insuffisance

des indices prosodiques dans ce contexte.
En effet, le seul indice opérant dans
ce cas demare 1'écart mélodique (3.2 DEMI-
TNS),1a durée étant pratiquement similaire
Por s'en covaincre,il suffit de considé~
rer,dans le cas de M.B.,le scare de B %
amregistré dans le méme contexte et ce,a la
lumiére des facteurs en jeu : un écart mélo
dique de 5.6 demi-tons et une différence de
durée supraliminaire |15|,ici de 1'ordre de
20 %. Cette améliaration du scare (+9 %),
estelle due a l'effet cumilé des 2 fao-
tars (FY + Durée) cu bien & 1'importance
de 1'écart mélodique seul ?

Cette interrogation qui mérite d'étre éten-
die & l'enserble de nos résultats mous a
incité a déterminer de facon stricte la
part de la FY dans le processus de décodage
anticipé de la question.L'expérience
suivante sera mende dans cette optique.

6.EXPERIENCE 2

la neutralisation des différences de
durée va nous permettre d'une part,d'étre
dans une situation expérimentale rigoureuse
3 une seule variable et d'autre part, d'éva
luer 1l'impact d'une telle réduction de la
dane prosodique sur les performences.
6.1.Procédure expérimentale

Por cela, nous avons repris les mémes
séquerces Sl & S8 assertives et interroga—
tives des 2 locuteurs de 1l'expérience 1 et
procédé A 1'égalisation de lewrs langueurs
réciproques en ramenant la durée de chaque
section affirmative & celle de sa carrespon
dante interrogative et vice versa.De la
sorte, 1'égalisation temporelle interstimuli
a été effectuée dans chaque paire,une fois
par référence a la durée plus longue du
stimilus affirmatif (dilatation) et wne
autre fois en prenant pour cible la durée
plus courte du stimuilus interrogatif (com-
pression).Ces procédres de dilatation et
de ocamression ont ét8 réalisées automati-

quement gréce a un programme informatique-

implanté sur PDP 1123.
la bande expérimentale a été confectiomnée
selon le méme canevas décrit dans le proto-
cole précédent.Elle est camposée de 12 sé-
ries (6 par locutewr)camportant 16 paires
de stimili chacune. Les sujets qui ont par-
ticipé & l'expérience 1 n'ont pas ét8 sol-
licité pour la seconde.les 20 auditeurs qui
ont bien voulu se préter au nouveau test
ont regu la méme consigne et passé 1'expé-
rience dans des conditions confarmes 3 cel-
les de la premiére.
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7.RESULTATS DE L'EXPERIENCE 2

Toutes sections confondues,les stimuli
du locuteur A.R. recueillent en moyerme
95.3 % des suffrages (écart-type=6.1) et
cex du locuter M.B. 96.8 % (&cart-
type=2.4), soit pratiquement les valews
moyernes  obtenues dans le cadre de 1'expé-—
rience 1. Le tableau 3 suivent fournit le
Gétail des résultats enregistrés.

Tablean 3: Scores (en %)d'identification
des stimuli interrogatifs en fanction des
sections et des 2 locubewrs.(Variable en
jeu : FB )

S1 S2 S3 S84 S5 86 S7 38
AR 8 90 9 98 8B B B 99
MB.9%2 9 98 99 9 97 98 9%

8.DISCUSSION ET CONCLUSIONS

Les trés faibles fluchuations observées
entre les résultats des 2 expériences ne
st dotées d'aucune signification sur le
plen statistique. Est~ce & dire que le fao-
teur durée, présent dans la premiére et neu
tralisé dans la seconde,doive &tre termt
par quantité négligesble ? Nous pouvons
répadre par l'affirmative dans la mesure
o, sur le plan de l'encodage, les diffé-
rences temparelles entre question et
déclaration demeurent dans 14 sections sur
16 suffisamment en degd du seuil de durée
|15] por susciter un effet perceptible.
Cela Jjustifie de faire 1'inpasse sur
une possible troisiéme expérience ol FJ et
intensité seraient neutralisées au profit
de la durée. En conséquence, c'est recan—
naftre que dans la palette des paramétres
prosodiques qui contribuent & dresser un
profil de la question distinct de celui de
la déclaration, c'est la FP qui exerce sans
conteste, ce pouvoir séparateur.Il y a donc
lieu de parler d'anticipation mélodique,
puisque le rehaussement du registre fréquen
tiel de la question en regard de 1'asser—
tion est parteur,réellement,d'une valeur
indicielle et préindicative. A ce propos,
nous aimerions rappeler que 1'écart mélodi—
que moyen entre les 2 courbes cosidérées
est supérieur 3 3 demi-tons; valewr criti-
que si 1'an croit les résultats d'une étude
de T'Hart rapportés dans Sorin |16|.Dans le
méme  sers,nous  avons  établi dans  [5)
que lorsque 1'écart mélodique tombe au des—
sous des 3 demi-tons, les répanses du jury
s'accampagnent d'une grande incertitude.

En définitive et malgré les réserves
et les limitations axquelles notre étude
n'échappe pas,l'orientation cobérente des
réponses et le fait que les résultats de
la seconde expérience étayent ceux
de la premiére, tout cela abonde dans le
sens de 1'anticipation mélodique et confir
me, dans les limites du paradigme expéri-
mental  adopté, la fonction prédictive
assumée par la prosodie.
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PHONETIC CORRELATES OF THE ‘NEW/GIVEN’ PARAMETER
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) ABSTRACT

Production data from American and
British English speakers are examined to
see whether the discourse parameter
new/given’ has phonetic correlates as
regards accentual patterning in initial
subject constituents. The results show no
significant difference for the American
speakers. For the British English
speakers, however, it was observed that
differences in Fo register width in the H*
tone as well as the use of categorically
different tonal patterns correlate with the
discourse parameter ‘new/given’.

1. BACKGROUND
In a previous study [3], we made a
preliminary investigation to ascertain
whether British and American speakers
use intonation to distinguish between
sentence-initial subjects which are
contextually ‘new’ (brand new) versus
those which are contextually “given’ (i.e.,
mentioned previously). In a related study,
Eady et al. [2] measured Fo peak height
and found no significant difference in this
parameter for a group of American
English speakers. In our study, we
decided to measure in addition Fo register
width on the subject, since it is known
that differences in the size of an Fo
. obtrusion can lead to perceptually
significant differences in prominence
levels [4]. Results of our study indicated
that, for both dialects, speakers do not
make any distinction as regards Fo peak
height on the stressed vowel (this result is
-in agreement with Eady et al. [2]). As
regards register width on the tested word
however, it was found that the British:
but not American speakers tested used
this parameter to distinguish between new
and given, with new information being
assigned a wider register than given. That
is to say, significant variations in the
H*(igh) L(ow) tonal contour on the head

word of the subject phrase were used to
distinguish between contextually new vs
given information. However, the data
presented there were very limited (subject
constituents containing one lexical word
with one accentable syllable (man,
Mormon) as well as the structurally
ambiguous young man (compound or
phrase?). Since there was for the most
part only one accentable syllable present
in the data, the speakers were very
restricted in their choice of tonal contours
for the subject constituent. This is
because an accented syllable (‘nucleus’
[1] (which is normally H* in the dialects
_studlcd) is necessary somewhere in the
intonational phrase (‘tone unit’) if it is to
be well-formed. Thus, it is not possible to
glc]et'e the accent (H* tone) on the subject
if it is the only accent in the intonational
phrase even if it is contextually given.
Consequently, varying register width
within a tonal category is a possible
strategy for creating linguistic distinctions
using prosodic parameters. For the
present study, therefore, we decided to
examine an additional number of cases
with more than one lexical word and
consequently more than one accentable
syllable to ascertain if speakers use the
same or different strategies in handling
these more complex cases. With more
than two accentable syllables, e.g. new
miller, one could expect that in the * given’
cases, either the speaker could narrow the
H*L tonal contour register as the British
English speakers did in the previous
study, or even use a different Fo contour
(e.g. delete the accent on miller, provided
an accent on new was realized in order to
make the intonational phrase well-
formed).

2. DATA AND SUBJECTS
'.l'hc ('iata: in (1) were used in the
investigation. Four speakers participated
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in the experiment (2 American English,
one male (Kansas) and one female
(Louisiana), and 2 British English, both
female (one from N.E. England and one
from N.W. England). All but the speaker
from N.W. England had participated in
the previous experiment and all but this
subject have some degree of linguistic
and/or phonetic background. The
sentence pairs were typed on cards and
were presented in random order along
with 10 other filler sentences used in
other experiments. The heads of the
subject constituents in the final sentence
of each sentence pair constituted the
material to be investigated in detail, i.e.
miller, milliner, millionaire, Milan and
Milwaukee. The test words were also
recorded in sentences where they
functioned as subjects of embedded
clauses, but, at the present time, these
cases have not been analysed.

(1) (a) According to the farmers, thereis a
shortage of workers. A new miller will be
very welcome.

(b) According to rumours, there will
soon be a new miller. The new miller will
be very welcome.

(2)(a) According to the merchants, there
is a shortage of shops. A new milliner
will be very welcome.

(b) According to rumours, there will
soon be a new milliner. The new milliner
will be very welcome.

(3)(a) According to the bankers, there isa
shortage of investors. A new millionaire
will be very welcome.

(b) According to rumours, there will
soon be a new millionaire. The new
millionaire will be very welcome.

(4)(a) According to reports, there is a
need for a new tourist attraction. A new
Milan will be very welcome.

(b) According to reports, a new Milan
will be needed in the future. The new
Milan will be very welcome.

(5)(a) According to the dope dealers,
there is a shortage of marijuana in the
East. The marijuana in Milwaukee is
wanted in Washington.

(b) The gangsters in Milwaukee have

just got a message from the East. The
marijuana in Milwaukee is wanted in
Washington.

Notice that in (5), it is just the phrase-
final lexical item, and not the whole
phrase, which is either given or new as is
the case in the other test sentences.

3. ANALYSIS PROCEDURE

The sentence pairs in (1) were read four
times and recorded in the sound studio at
the Dept. of Linguistics, U. of Lund.
This resulted in 5 test words x 2
parameters (new/given) x 4 speakers X 4
readings = 160 target sentences. Acoustic
analysis of the final sentence in each of
the pairs was performed using Lund
University Prosodic Parser, a program
developed by Lars Eriksson and
implemented on a Macintosh II computer.
The speech was first digitized at a
sampling rate of 10 kHz. Examination of
the Fo contours revealed that the speakers
did not always use the same tonal pattern.
In the majority of cases, the lexically
stressed syllable of the subject head bore
a H* tone as in our previous study.
However, in a number of the ‘given’
cases, the British English speakers
produced another pattern, with a falling or
L(ow) tone on the stressed syllable of the
phrasal head. These categorically different
cases were not analyzed together with the
H* tone data. The results, which are thus
based on between 2 and 4 readings, are
presented below. The following
measurements were made: a) Fo peak
(highest Fo value) in the lexically stressed
syllable of the phrase-final lexical word,
and b) the size of the Fo register on this
word, i.e. the distance between the Fo
peak and the bottom of the fall (L) after
the final H* on the subject.

4, RESULTS
Results are presented below in Table 1.

Table 1. Means, standard deviations and
ratios (‘new/given’) for four speakers.
Test words are printed in bold type.

Fo Peak

Hz) (Hz)
NEW GIVEN NEW GIVEN

Fo Register

Am.Male

Miller

X 167 178 63 73
s 6.1 7.4 6.1 8.8 °
Ratio 0.94 0.86
Milliner

X 166 178 67 75
s 13.0 120 100 8.0
Ratio 093 0.89

231



)
NEW GIVEN M:wmé)nav

Fo Pezk
Milan
X 154 154
$ 44 111
Millionaire
3 175 166
s 51 43
1.0
Milwaukee 3
X 163 150
$ 82 57
& 1.
American F
Miller
X 246 250
5 6.8 388
Ratio 0.99
Milliner
f 249 244
. 74 456
Ratio 1.02
Milan
f 345 242
.3
Rai . 14.8
Millionaire
f §54 252
.2
Rasi N 7.7
Milwaukee
256 243
5 45 24
Ratio 1.05
British (NE
Miller( )
: 249 246
. 5.6 192
Ratio 1.01
Milliner
X 257 259
; 4.21) 17.2
Milan 99
: 1206(; 237
Ratio Tog!
Millionaire
X %51 243
.6
Ratio 1.0131’3

FoRegimer

FDGP{?)‘ FoRegiser
(Hz
NEW GIVEN NEWG)I\'EN

Milwaukee
X 259 258 &4
s 149 176 178 127
1.00 L16
British (N
Miller )
b 4 284 253 121 97
s 9.5 16 94 55
Rz'm' 1.12 124
Milliner
b 4 22 257 165
1
s 29.1 270 400 2203
Rz_no 1.25 1.52
Milan
X 234 226 83
5 0 170 14 S?%
Rapq 1.03 120
Millionaire
X 234 No H* 81 N
H‘
s 6.3 ¥
Milwaukee @ 54 dm
X 259 212 103 S8
s 18.7 125 226 6.1
1.22 1.78

InTablezamPfeSandthca ¢ rati
speaker:

(New/Given) for each
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These results show th i
Previous study, the Amcricztr; s;cs:akcrsm tg;
not differentiate between the categories
given and new as far as peak height and
aqglstcr mdtl; are concerned. The biggest
ifference in register width, 1,18,
corresponds to 1.] semitones which is
not perceptually distinctive (excursion
Size differences of 1.5 semitones have

been found to cause 2

difference in the

perception of prominence {4]). Even
SB(lT(;ISh (NE) speaker does ]t)lot in tlt:::
dy show any convincing variation of
register width as was the case in the
previous study, where g ratio of 1.54
(correspondmg 1o about 6 ST) v;'as

obtained. Th
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€ present mean ratio, 1.26,

corresponds to an actual difference of
around 18 Hz, or 0.8 ST which is not
sufficient to create any perceptual
difference between new and given cases.
However, in 25% of the given cases here,
the speaker actually used a categorically
different tonal pattern, ‘deaccenting’ the
subject head (see Fig 2). This suggests
that the speaker does have the option of
distinguishing prosodically between the
two discourse categories. The speaker
from NW England, however, presents
more convincing results; a mean ‘new’ vs
‘given’ ratio of 1.42 in register width
corresponds to an actual difference of
about 35 Hz or 2.44 ST, a difference
which can be assumed to be perceptually
distinct. This speaker, furthermore, used
a categorically distinct tone in 35% of
the ‘given’ cases, i.e. without a H* on the
stressed syllable of the subject head.

5. CONCLUSION

The data presented here indicate that the
discourse parameter ‘new/given’ can, but
does not necessarily have prosodic
correlates. The American speakers studied
show no difference on this parameter.
With respect to the difference in register
width of the H* tone, it was seen,
however, that one of the two British

300+
themearijuanainMilwau kee
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200 ,..\_/\

150 . . i
0

400 800 1200 ms
Fig. la. Fo contour produced by Br.
Eng. (NW) speaker for Milwaukee
‘new’.

i ire
3001:111 ew milli on a

5250 /w\\/\
200

150 80 400 600 s

Fig. 2a. Fo contour produced by Br.

(NE) speaker for millionaire ‘new’.

English speakers used perceptually
significant differences between ‘new’ and
‘given’ as regards this correlate.
Moreover, in 30% of the given cases,
categorically different tonal patterns with
respect to those produced in the ‘new’
cases were produced by the Br. English

speakers.
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IN FRENCH : AN EXPERIMENTAL APPROACH.
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ABSTRACT

An algorithm for the automatic modelling
of fundamental frequency curves as a
Quadratic spline function was applied to a
continuous text in French. The output of
the model, a sequence of target pitches
<ms; Hz>, was then coded using four
successively more complex models
which were subsequently used to
generate synthetic versions of the
recording, each version respecting the
statistical distribution of the modelled
target pitches. The resulting recordings
were evaluated subjectively by native
speakers. The two more complex codings
obtained over 80% of the score obtained
by the resynthesis of the text using the
measured targets.

1 INTRODUCTION

A number of speech synthesis systems
are available today for several different
language_s, capable of intelligibly
synthesising isolated sentences. Resulfs
for continuous texts, however, are far
less satisfactory. It is generally agreed
that one of the principal weaknesses of
such systems is the inadequate modelling
of prosodic parameters : fundamental
frequency, intensity and segmental
duration,

In this paper we present the preliminary
results of a project investigating the
fundamental frequency structure of
continuous texts in French,

2 METHOD

The research makes use of an automatic
fundamental frequency modelling
program MOMEL {6] combined with the
PSOLA technique for time domain

prosodic modification of speech [2].The
PO modelling program uses a dissymetric
version of robust regression to provide
an optimal fit for a sequence of
parabolas,.factoring the FO curve into
two components, a microprosodic profile
and a macroprosodic profile [1]. The
output of the program is in the form of a
sequence of target-points <ms; Hz>.
These target-points can subsequently be
used to generate a quadratic spline
fung:uon [3] which is then directly usable
as input for PSOLA resynthesis. For
very high quality synthesis the
microprosodic profile can be
reintroduced, although owing to the high
quality of the PSOLA synthesis, even
without microprosodic correction, the
resynthesis using this technique is
practically indistinguishable from an
original recording as far as the intonation
is concerned.

3 CORPUS

The corpus used in the experiment was
recorded from an introduction to science
for French children. The text consists of
3 paragraphs, 8 sentences, 140 words
and 232 syllables and develops a single
topic "the atom",

The text, presented in normal
orthography with its original punctuation,
was recorded in an anechoic chamber by
6 subjects : 3 male and 3 female, ail
native speakers of French. The recording
used for the experiment described here
was that of a 30 year old female.subject
whose reading was considered the most
sansfac}ory of the six, presenting a
harmonious rhythm and no hesitations.
The complete recording including pauses
lasted 55secs.
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4 ANALYSIS

The fundamental frequency of the
recording was analysed by means of
spectral comb analysis [8], and the FO
was subsequently modelled by the
automatic modelling program described
above resulting in a set of 170 target
points. Of these 170 values 3 were
deleted and 3 others added manually after
visual and auditory evaluation of the
modelled curve. The resulting values,
(the first 40 are illustrated in Figure 1)
constitute the reference set A0,

Figure 1 : first 40 target values from the
reference set A0,

5 PROSODIC CODING

Four approximations to the original
prosody of the text were obtained.by
successively more complex prosodic
coding of the different target points. In
this analysis only the FO values of the
target-points were modelled : the time
values being taken as given.

5.1. Model A1
The first approximation consisted of a
sequence of values assigned randomly
but with the same statistical distribution
(i.e. the same mean and standard
deviation) as the reference set A0. :
Al N mean FO s.d.
170 199 371
This approximation was introduced to
test the possibility that the only relevant

function of fundamental frequency

variation is to avoid monotony.

5.2. Model A2

In a second approximation, each value
was coded as either Higher (H) or Lower
(L) than the preceding target point. This

coding was intended to introduce a
distinction between relatively high and
low points of an FQ curve corresponding
to the distinction used in a number of
phonological models of intonation
between High and Low tones constituting
pitch accents [9],[3],[4].In a preliminary
attempt, a set of target points was
generated such that the intervals between
successive points had the same statistical
distribution as those corresponding to
similarly coded points of the reference set
A0. Informal listening showed however
that such a model was very unsatisfactory
since there was a tendancy for a sequence
of values to drift into very high or very
low regions, beyond the normal range of
the subject's voice. To counteract this, a
form of asymptotic declination needs to
be introduced [7]. An extremely simple
model of declination is given by the
formula : hi = Yhy.1 ¥ ha' [4] where by
is a pitch target and h is an asymptotic
value. This formula was originally
intended to model pitch lowering but the
same formula can be used for both
lowering and raising assuming simply
distinct asymptotic values. Estimates of
hp can be then made simply. from each
successive pair of values using the
formula : ha= (h;))2/h;.; The
successive values can then be generated
using the declination formula and an
asymptotic value with the same statistical
distribution as that of similarly coded
values of the reference set a0

mean
A2 codeN asymptote s.d.

L 82 166 57.1
H 87 255 100.3
5.3. Model A3

In a third approximation, the text was
segmented manually into Intonation Units
on the basis both of textual content and of
the FO contour. The highest point in each
Intonation Unit was then coded Top (T),
the lowest point Bottom (B). The first
point of each unit was coded Mid (M) if
not already coded. Other points were first
coded Higher (H) and Lower (L), as in
A2 and then recoded so that an H
immediately followed by H or T was
recoded as Down (D) while L
immediately followed by L or B was
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recoded as U. This coding corresponds
to a transcription using INTSINT (an
INternational Transcription System for
INTonation) as proposed recently [5] in
an attempt to set up a system capable of
transcribing significant pitch patterns in
any language. The coding incorporates
two types of symbols : absolute symbols
T, M and B, and relative symbols ; H,
D, U and L. Target points coded with
absolute symbols were assigned FO
values having the same statistical
distribution as similarly coded points of
the reference set A0.

A3 code N mean FO s.d.
(absolute) B 17 146  19.6
M 13 204 237

T 17 263 19.0

Targets coded with relative symbols were
assigned values using the declination
formula already used for A2 and an
asymptotic value with the same statistical
distribution as that of similarly coded

\A:})lues of the reference set

mean
A3 cheN asymptote s.d.

(relative} L 44 152 24
U 10 208 28
D 24 147 20
H 45 262 39

5.4. Model A4

The absolute values coded in A3 all
show a fairly large standard deviation
reflecting considerable variability. The
final approximation A4 tested here was
designed to limit the variability of T and
B by restricting these symbols to target
points respectively higher than 281 Hz
and lower than 141 Hz.

u!n o 60 100 200 N0 %0 W0 20
Figure 2 : distribution of target
points from the reference set A0.

These thresholds were set to include only
values which were beyond an octave
range centred around the mean FO of the
recording. As can be seen from the
frequency distribution in Figure 2 these
values isolate fairly well the extreme
values of the distribution which also
correspond well to the beginning and
end-points of paragraphs.
A4  codeN mean FO s.d.
(absolute) B 10 133 5.5
M 13 204 23.7
T 4 288 5.8

mean
codeN asymptote s.d.

(relative) L 51 149 )
U 10 208 28
D 24 147 20
H 58 279 58

6 EVALUATION

In order to reduce the quantity of material
to be evaluated, only the first two thirds
of the text were used for the evaluation
test. Three different series of recordings
were obtained, each containing one
version generated from the reference set
A0 as well the four approximations Al,
A2, A3 and A4 described above. No
corrections were made for microprosodic
effects.The five recordings in each series
were presented in random order. The
actual set of target values for each of the
four models was different for each series
but respected the statistical constraints
described above. The first series was
used as practice material. Subjects were
asked to listen to the 5 recordings which,
thex were told, had undergone a number
of different treatments which might affect
the way the readings sounded. Subjects
were then asked to listen to the second
and third series of recordings and to
underline portions of the text which they
felt sounded least satisfactory. At the end
of each recording subjects were asked to
attribute a global score out of 20
reflecting their overall satisfaction with

. the recording.

7 RESULTS

12 subjects took part in the evaluation
test, all students or personnel of the
Université of Provence. None of the
subjects had any particular training in

236

phonetics. An analysis of variance of the
subjects’ scores showed a significant
difference between the scores for the
various models (F(4,110) = 13.286, p =
0.0001) but no significant difference
between the two series (F < 1) and no
significant interaction between model and
series (F < 1). The reference set A0
received a mean score of 16.5. The four
approximations received the following
mean scores :

Al A2 A3 A4
score 8.5 11.1 134 13.6

8. DISCUSSION

Listeners showed a clear preference for
the binary (H,L) coded targets (A2)
compared to the random distribution
(A1). They also showed a clear
preference for the two versions of
INTSINT tested as compared to the other
approximations. The version of
INTSINT incorporating a threshold (Ad)
received a slightly better score than the
other version (A3) but the difference was
not significant here. Both versions of
INTSINT attained more than 80% of the
score attributed to the reference set AO.
This suggests that while improvement is
still possible, these two models provide a
very reasonable approximation to the
estimate values. Further experimentation
will be necessary, however, to decide
whether the incorporation of a threshold
provides a distinct improvement to the
coding.

It is worth emphasising that the only
manual intervention in the coding
concerned the determination of the
position of the boundaries of Intonation
Units. Once these boundaries are
determined, the coding used in both
models A3 and A4 is entirely automatic.

Inspection of the means of both the
absolute and the relative values for the
two versions of INTSINT suggests an
interesting further generalisation. The
mean values for T, M and B are quite
close to the mean asymptote values for
H, U and L/D respectively, with L and
D sceming to have identical .asymptotic
values. An extremely simple
approximation to these values can be
obtained from the mean FO and the two
extreme values covering an octave range
centred on the mean, the same values
which were used as threshold values in

model A4. This means that the phonetic
implementation rules described above
could be implemented using a single
individual parameter : the mean speaker
FO together with a standard deviation of
say 10%. It remains to be seen, however,
how far such a model can be generalised
to other speakers and other languages.
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INTONATION CURVES - NORMAL AND DEVIANT

Y. Frank and T. Most
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School of Education

ABSTRACT

This study was designed to observe
individual differences in the
production of intonation by normal-
hearing (NH) and hearing-impaired
(HI) children. Three types of
intonation curves (declarative, Wh-
and Yes/No questions) were produced
in orally read sentences by 18 HI and
10 NH children (age group 9-12). Fo
measurements were obtained at the
midpoint of vowels along the
sentences. The results show that NH
like HI may have some deviation in
so-called normal patterns.

1. INTRODUCTION

It is known that hearing-impaired
speech is characterized by high
fundamental frequency, pitch breaks
and difficulties in the production of the
usual language-related intonation
patterns. These characteristics, apart
from articulation errors, may
contribute to the general lack of
intelligibility in the speech of the
hearing-impaired. There have been a
number of studies employing different
approaches, which have demonstrated
significant differences between
normal-hearing (NH) and hearing-
impaired (HI) children in both
perception and production of
intonation [4,6,7,8,9,11,12,13,14].

In many of the studies acoustic
analysis concentrated on group values
of NH children's intonation patterns
which were compared with the values
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of HI children. In this study special
interest was focused on the intonation
curves produced by each of the
normal-hearing children in order to
observe possible individual
differences.

2. METHOD

Eighteen HI children, 9-12 years
old (mean age 10.4 years) and 10 NH
children (mean age 9.9 years) were
recorded in quiet rooms in their
respective schools. The HI subjects
who attended special classes for HI
students in a regular school, were
orally educated and were reported by
their teachers to be good readers.
Their average hearing loss in the better
ear was 99.2 dB, SD 8.9 dB. The
NH children were randomly selected.
They had no hearing problem.

The recorded material consisted
of 18 orally read sentences as follows:
3 short (5-7 syllables) and 3 long (11-
14 syllables) sentences of each type:
declarative, Wh- . and Yes/No
questions. The short sentences were
taken from a previous list of one of the
authors [2] and were extended by a
modifier and a content word. Each
sentence ended with appropriate
punctuation and was written separately
on a card. All of the children, NH and
HI, were familiar with the function of
punctuation. Each child read the
sentences quietly to himself, and then
he read the sentences aloud in random
order. The recording was done by a
SONY Casette Recorder TCM-848
with the microphone held at a steady
distance of 12-15 centimeters from the
mouth. Spontaneous speech was

elicited by a picture of a simple
family-scene. The children were
instructed to describe some of the
objects in the picture and then to ask
the examiner questions about them. In
this way we succeeded to get
declarative sentences and also some
questions from all the children.

The acoustical data consisted of
18 read and 4 spontaneous sentences.
Measurement of Fg was done at the
midpoint of vowels, using a Kay
Elemetrics Visipitch 6087 instrument,
In this study only the data of the read
sentences will be presented.

3. RESULTS

The mean fundamental frequency
of the 18 sentences produced by the
HI children was compared with the
mean fundamental frequency of the
NH children. The measured average
Fo of all the 18 sentences for the
normal-hearing group was 247.73 Hz
SD 26.10 Hz and for the hearing-
impaired 316.73 Hz SD 38.03 Hz.
The mean Fg of the HI children was
significantly  higher (T=5.60,
DF=24.70, p=.000). .

In evaluating the intonation
patterns, a grading system was used
that presumed the possible
configurations of the intonation curves
(in relation to the 3 sentence types). It
was found that there were no
significant differences between the
children of the two groups in the
production of all the declarative
sentences, neither the short nor the
long ones. Also there was no
significant difference in the intonation
production of the short Wh-
questions, while in the longer Wh-
questions the difference was
significant at the 5% level (T=2.46,
Df=25.87, p=.021). Even so,
statistical analysis of the measured
values of all the Wh- questions
together did not show a significant
difference between the HI and the NH
children. Only all the Yes-No
questions, short and long, showed a
significant difference (T=3.60,

df=25.99, p=.000) between the NH
and the HI children.

Until now group differences were
presented. Examples of productions
of individual children that may be
informative are shown in the
following two figures.

Fig. 1 shows two NH individual
expressions of a short declarative
sentence as compared to the mean Fo
pattern of the HI and the mean Fp
pattern of the NH. While the mean
patterns of both groups show a
declination, the individuals (A & B)
are very different. B expresses the
sentence in the usual way and A
expresses it with a rising contour.

400
380+
360
340
3204
300+
280+
260
240
220
200
180+

Fol(Hz)

axal'ﬂethL‘Ia_&T%
1 T T T T 7

FIGURE 1: “axald et hatapuax” (I ate
the apple). 1=the average Fo curve of
NH. 2=the average Fo curve of HI.
A and B: different versions of 2 NH
children

Fig. 2 shows 3 HI individual
expressions of the same sentence as
compared to both group means. In
this example all the expressions have a
falling contour. :
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Fo(Hz)

FIGURE 2: “axalti et hatapuax (I ate
the apple). 1=the average Fg curve of
NH. 2=the average of HI. C,D,E
different versions by 3 HI children.

4. DISCUSSION AND
CONCLUSION

Higher average Fg of HI children
is a known phenomenon [9], although
the measured values across the
publications differ. It may be that
different techniques for the
measurement contribute to the varied
values. In this study the mean Fg of
HI children is higher than that of the
normal-hearing children of the same
age group.

The evaluation of the patterns of
the intonation curves showed that the
Yes/No questions, short and long,
were the most difficult to produce for
the HI children. This result is in
agreement with previous findings
[13,2,91]. In the Hebrew language
this type of sentence is identified by
rising intonation only without any
other syntactic cue. This type of
production requires voice control and
preplanning and therefore, may be
very difficult for the HI child. Wh-
questions allow for much more
freedom of choice: after expression of
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the question word the rest of the
sentence may show either a declination
or a rise. Since HI children in this age
group are able to produce the rise in a
single word [2] they succeeded in
executing this type of sentence when it
was short. In the latter part of the
longer sentences Fo deviations may
have occurred.

Declination of Fg at the end of
simple, neutral, sentences is
considered to be a basic way of the
intonation curve [1]. Observation of
the mean Fg curve of the declarative
sentences, produced by the NH
children as a group, confirmed this
statement. However, when examining
the individual curves of these NH
children it was found that 2 out of the
10 children finished all their sentences
with a rise of Fp . One child
exaggerated in pronouncing a final
velar R, changing the declination to a
rising curve, another one produced
only flat and monotone curves. It is
difficult to decide whether this
phenomenon is “situation dependent”
{10], a habit of expressing their wish
to arouse attention, or it may be a
language problem (they produced
statements the same way in the
spontaneous sentences).

Deviations in intonation patterns
like these are generally attributed to the
intonation production of HI children
[7,5,9]. By grading the individual
curves of the NH and those of the HI
with the same expectations, according
to the Fg , the results showed no
significant difference between the
children in the production of simple
read declarative sentences. The
deviations in the intonation curves in
the speech of HI children, as well as
in the speech of the NH children, may
be due to individual characteristics of
expression and not necessarily to their
hearing loss. This may be a way to
explain the variations in intonation
production by HI children with a

similar hearing loss.
In applying intervention stranctpes
for the intonation improvement of HI

children, one should consider the
possibility that deviant production of

an intonation curve may be due to
other causes beside their hearing loss.
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ROLE OF BASAL GANGLIA FOR SPEECH RATE CONTROL :
OBSERVATIONS FROM PATHOLOGY
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ABSTRACT - Speech rate was measured
by having 29 patients with basal
ganglia dysfunction (BGD) read a
list of words. The patients showed,
when compared with 10 controls :
(i) a wide range in the figures for
total duration, total word time
(TWT), total pause time, mean, SD
and variation coefficient of pause
(vC), (ii) TWT significantly shor-
ter, (iii) Pause VC higher. Intra-
subject pause variability was a
common symptoms in patients suffe-
ring from BGD.

The role of structures localized in
basal ganglia for the control of
speech rate has been clearly attes-
ted. Grewel (4) describing speech
impairment associated with parkin-
sonism indicated that such patients
employ extra long pauses and that
the duration of each syllable is
usually greater than normal. A
particular speech behavior, i.e.
uncontrolled rapidity, has also
been noted and referred as '"pro-
pulsive rate" (7), as "short rushes
of speech" (3) or as "accélération
paroxystique de la parole" (2).

It seems, nevertheless, that not
all patients with a Parkinson's
disease diagnosis demonstrate a
single "typical" speech impairment.
According to authors like Canter
(1) and Sarno (7) the rate of
speech may be either fast or slow.
In a previous study one of the au-
thors of this paper found, in a
sample of 81 patients with Parkin-
son's disease, 38 7 with a rapid
speech rate, 5 7 with a slow one
and the others with a normal rate

(8). When, in place of clinical
data, the effect of a stimulation
of the thalamus ventro-lateral nu-
cleus (in the course of stereotaxic
operation for parkinsonism) is
considered ; this was not always
identical, both speech arrests and
speech acceleration might be ob-
served (5). The purpose of the pre-
sent study was to examine, using
measurement of phonation and pause
time, whether or not patients with
speech disorders related to Par-
kinson's disease were homogeneous.
In addition, the same method was
used to characterize speech rate
in another group of patients with
a symptomatology close to that of
Parkinson patients, i.e. Progres-
sive Supranuclear Palsy.

1. MATERTAL AND METHODS

1.1. Subjects

3 groups of French speaking male
subjects entered the study : 1/ 22
patients with idiopathic Parkin-
son's disease (PD) who had never
received L-Dopa therapy (or other
specific treatment) with an age
range of 50 to 79 (mean = 63 SD =
8) - 18 of the 22 patients belonged
to the sample from which a percep-
tive description of speech was re-
ported in a previous paper (8) ;
2/ 7 patients with typical features
of Progressive Supranuclea Palsy
(PSP), and especially no effect of
L-Dopa, aged between 50 and 72
(mean = 61 years 4 months, SD = 5
years 1 month), and 3/ 10 controls,
ranging age from 54 to 61 (mean =
59, SD = 4).

All subjects were at a cognitive
and educational level which allowed
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reading without problem, except of
a motor origin.

1.2. Material

The subjects were asked to read a
list of words printed in a column
on a sheet. This material was part
of a more extended protocol inclu-
ding sentence reading, words repe-
tition, automatic speech (numbers,
months) and self-formulated speech.
Speech was recorded in a sound-proof
room, at the same time as an elec-
troglottogram, using a two-channel
tape recorder (REVOX A77).

1.3. Analysis of temporal patterns
Digital conversion of speech si-
gnal was performed at a sampling
rate of 2 KHz Measurements were
made from the integrated acoustic
signal by a single operator (for
all measures) using a mouse to de-
termine the word limits on the
screen. The time data were stored
and further statistics obtainad
from the file. Statistical compa-
risons between groups (Student t
test) were obtained for the follo-
wing measures : total duration of
the reading of the words list (TD),
total word time (TWT), total pause
time (TPT), ratio TWT/TD, mean of
pause duration (MPT), standard-
deviation of pause duration (SDPT),
variation coefficient (VC = SDPT/
MPT).

2. RESULTS
2.1. Comparison between Parkinson's
patients and controls
The comparison of the group means
comparison showed significantly
shorter mean for total phonation
time (TWT-t = 2.53 ; £fd = 30 ;
p<.05). The only other significant
difference was for VC, i.e., onan
average, a higher VC in the PD
group than in controls (VC-t =
-2.46 ; fd = 30 ; p<.05). There was
actually a great heterogeneity in
the pause duration of a given pa-
tient which was independent of the
pauses duration as a whole (CV cor-
responded to the ratio SD/mean).
It was striking that for all other
measures the mean was close to PD
and controls, but in the first
group the range was very wide sho-
wing that there was an important

variability in patients speech
behavior.
2.2. Comparison between PSP patients
and controls
The heterogeneity in patients pause
duration for a single subject was
confirmed in this group. When com-
pared with controls SDPT and VC
were, on the average, greater
(SDPT-t = -3.38 ; fd = 16 ; p<.0l.
VC-t = -3.84 3 fd = 16 ;3 p<.0l).
Total word duration mean was shor-
ter than in controls, but no signi-
ficant difference was shown (note
the PSP group small size). As
noted for PD patients, speech
behavior was different among pa-
tients with a higher variance than
in controls.
2.3. Comparison between PD and PSP
patients
No significant differences could be
shown except for a higher SPDT in
PSP than in PD patients (SDPT-t =
-2.60 ; fd = 27 ; p<.05). '

3. DISCUSSION

3.1. The data obtained in speech
rate analysis in 2 groups of pa-
tients with basal ganglia dysfunc-
tion demonstrated a wide range in
all parameters describing speech
rate from very slow to very fast.
Such a high variance in a group of
patients is in agreement with data
obtained in studies where self-
formulated speech was juged by
listeners (4, 7, 8). As far as the
total pause duration (TPT) and mean
pause duration (MPT) were concer-
ned, the range was almost equally
distributed on both sides of a
mean not very different from that
of controls. But for word duration
(TWT) the duration was on the ave-
rage shorter than in controls. One
explanation for this might be that,
conversely to pauses, words could
not be lengthened beyond a certain
limit. The words shortening which
is obvious in at least partof the
patients is not in agreement with-
Grewel's description (4 ) ; the
shortening of phonation time (asso-
ciated with an opposite pause
lengthening) in PD patients who
benefited of L-Dopa therapy (6)
had seemed also to indicate that
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the neurotransmitter defect led to
slowing of word articulation.

In any case, the differences bet-
ween patients for speech rate needs
to be explained. Further research
should test the possible relation-
ship between the type of speech
impairment and the clinical, bio-
logical and neuroanatomical fea-
tures. Rough significant correla-
tions has been described between
the severity of speech impairment
and that of other neurological
symptoms in PD patients (8).

3.2. The only specific disturbance
that differentiated patients from
controls when means comparisons
were computed was the intrasubject
heterogeneity of pause duration
(higher VC). Recalculating varia-
tion coefficient from Mawdsley

and Gamsu's data on pauses between
digits, in a counting task, it ap-
peared that after L-Dopa therapy
the pause variation coefficient
dramatically decreased (t = 3.28 ;
df = 19 ; p<.01). The defect in
neurotransmitter seemed to have a
reversible effect on the pause du-
ration variance (in a same patient).
In tasks involving a pericdicity it
seems that nigrostriatal structures
are necessary for the regularity of
the rhythm.

3.3. Patients with PSP demonstrated
the same intersubject variability
as PD patients, and the same, even
at a higher level, intrasubject
pause variability.

4. CONCLUSION

There is a need for further re-
search taking into consideration
speech rate and rhythm characteris-
tics in other modalities such as
reading of sentences or paragraphs,
repetition of'words or sentences,
spontaneous speech.

A first practical conclusion may be
that any research on control of
speech movements, of articulation
or of prosody must be performed
using either a sufficient number of
subjects, or groups of patients de-
fined on precise criteria (especial-
ly concerning speech rate and
rhythm). A given medical diagnosis

does not imply a single speech modi-~
fication.

5.24 6.36 7.49 8.62 9.74

Fig. 1
Total phonation time (TWT) - Filled
bars represent controls, stripped
bars PD patients and clear bars
PSP patients. Figures on X-axis
correspond to the lower limit of
each five classes of the histo-
gram, on Y-axis they correspond to
number of subjects.

Total pause time (TPT) - Same
definition as in Figure 1

Fig. 3
Pauses variation coefficient (VC)

Same definition as in Figure 1
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Tableau I

Duration measurement (in second) -
see definitions and comments in

the text

PD PSP | CONT
n=22| n=7 | n=10

D m|12,11]12,98(12,74
o| 4,18 4,54| 2,00

T 7,27| 7,13| 8,32
1,21] 1,49] 0,76

TPT 4,84 5,85| 4,
’ 1’

TWI/TD| 0,64]| 0,61} 0,66

MPT 0,44| 0,53| 0,40

SDPT 0,25| 0,54| 0,15

vC 0,79{ 0,98| 0,42
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DURATIONAL PATTERNS
IN THE SPEECH OF FINNISH APHASICS

Pirkko Kukkonen

Department of General Linguistics
University of Helsinki, Finland

ABSTRACT

In this study, consonant and vowel
durations were compared in normal
and aphasic speech. Some aphasic
speakers produced longer sounds than
normal. The durations in aphasic
speech were more variable than in
normal speech, but on the average, the
aphasics were able to produce the
length opposition. For vowels, the
incregse in variation seemed to depend
on intrinsic factors, whereas for
consonants also the effects .of
surrounding sounds had to be
considered. The implications of these
findings to speech production models
were discussed.

1. THE RESEARCH QUESTIONS
The'prcsent study addresses questions
of timing and the neurophysiological
programming of speech. There should
not be any differences in the durational
patterns due to aerodynamic factors
between normal and aphasic speech,
whereas different types of deviations
should appear in the patterns due to
neuromuscular constraints in aphasic
speech. :
The questions addressed in the
present study were whether or not the
aphasics were able to produce the
length opposition, whether or not they
produced longer sounds than normal,
and whether or not the durations in
aphasic speech were more variable
~than in normal speech. Factors
contributing to the wvariation for
durations were discussed.
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2. MATERIAL AND METHODS
The acoustically analyzed words were
elicited in a repetition test presented to
eleven aphasic speakers and four age-
matched control subjects. The aphasic
speakers were accepted on a first
come, first served basis. All the
subjects were male, right-handed native
speakers of Finnish. The etiology of
aphasia and the lesion localization
varied, and the time post onset of
aphasia was between 1,5 months and
12 years. Dertailed  backgound
information is presented in Kukkonen
[1]. The present study is based on case
descriptions, and symptom dissociations
are searched for.

The phonetic composition of the test
items was systematically alternated.
The duration of the eight Finnish
vowel phonemes in the first syllable
was determined, as well as the
duration of word-initial and word-
medial consonants /ptksln/. For word-
initial stops, the voice-onset-time was
measured. In Finnish there is a
phonological length opposition  for
word-medial vowels and consonants.
The items were isolated words, and the
analys'{s was based only on correct
repetitions.

3. RESULTS

3.1 First-Syllable Vowels

3.1.1 Length Opposition

The means for short and long vowels
were clearly different, and a figure
obtained by dividing the duration of a
long vowel phoneme by the duration

of the corresponding short vowel
phoneme was approximately the same
for both the control subjects and the
aphasic speakers. The comparisons
revealed two subjects whose vowels
were on the average longer than
normal (Subjects 4 and 14). This
lengthening came into surface in a
similar manner in all the vowels, and
no differences were observed between,
for example, closed and open vowels,
or labial and illabial vowels.

The realization of the length
opposition was further characterized by
comparing the duration of the shortest
long vowel with the longest short
vowel for each speaker and each
vowel phoneme. In the control data,
there was always a "margin” between
the short and long vowels. On the
average, the duration of the margin
was 61 - 85 ms for the control
subjects. One of the aphasic speakers
did not differ from the comparison
group. For the other aphasic subjects,
there was no margin between the short
and the long vowels. The deviations
were most notable for Subjects 6 and
11.

It was the easiest to produce the
length opposition for vowel /z/, and it
was the most difficult to produce the
opposition for vowels /y/ and Ju/.
These closed labial vowels are usually
produced with lip protrusion in
Finnish. Some differences were noted
between the aphasic speakers, but there
were not enough data to establish
which of these differences were
significant.

The deviations observed in the
realization of length opposition were
correlated with the increase in the
amount of varation for vowel
durations. All the subjects were
obviously aiming at the correct
phonological target phonemes.

3.1.2 Variation for Vowel Duration
In order to compare the amount of
variation in the subjects’ speech, the
coefficient of variation was determined
for each vowel. Furthermore, the
means for these coefficients was
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calculated. As the variance for
durations depends on the length of the
segment--the longer the segment, the
higher the variance--the  present
analysis was based on the logarithm of
the vowel duration. For most of the
aphasics, the c.v. was higher than for
the control subjects. There were two
aphasics (Subjects 9 and 11) with a
remarkably high c.v.

3.1.3 Factors Behind the Increased
Variation

It was expected that the vowels should
be shorter between two stops than
between two sibilants [3]. Different
word structures were treated separately.
First, the duration of the vowels
occurring between two stops was
compared with the duration of the
vowels located between two sibilants
(or between a stop and a sibilant). The
effects of the surrounding consonants
came mostly out as predicted, and the
effects were similar for both the
controls and the aphasic speakers. A
comparison of word pairs (e.g
teettzz and seestyy) also supported the
conclusion: there are no apparent
differences between the. controls and
the aphasics in how the surrounding
conscnants affected the vowel duration.

The effects of word structure and
word length were difficult to tell apart
because the shorter words were of a
different word structure than the longer
words. This analysis did not reveal
differences between the aphasics and
the controls: the differences between
the word structures were equally clear
for all the speakers.

When discussing intrinsic duration,
the different articulatory components
should be compared. Ladefoged & al.
[2) propose that vowel production is
accounted for by three components: a
posterior ~ constriction, an . anterior
constriction, and a labial constriction.
For all the subjects, and especially for
the aphasics, the difference between
short and long /®/ (/&/ requirs the
least. constriction of the Finnish
vowels) was usually rather long. There
were no clearcut differences such that




some patients would fail with posterior
tongue movements and others with
anterior tongue movements. However,
one aphasic subject seemed to find it
more difficult to control vowel length
for labial vowels than for illabial
vowels. We could assume that both the
execution of the constrictive
movements and the coordination of
these movements may lie behind the
observed deviations. The vowel
centralization observed for one of the
gphasics supports the conclusion that
it may be the reduction in muscular
movements that lies behind the
observed deviations [1, 5].

3.2 Word-Initial Consonants
The voice-onset-time of the word-
initial stops and the segment duration
of other consonants were measured.
The duration of VOT depended on
the stop’s place of articulation. The
VOT was the shortest for /p/, and the
longest for /k/. In this respect, there
was some variation between the
subjects, but no differences between
the controls and the aphasics were
observed. The effects of the following
vowel and of the word structure were
analyzed but no effects were found.
In aphasic speech, the VOT was
never lengthened, whereas the word-
initial consonants tended to be longer
than normal in the speech of certain
(nonfluent) aphasics. Especially for the
nonfluent aphasics, the VOT was
shorter than normal. Thus, there may
be a reciprocal relationship between
stop closure and VOT [4].

3.3 Word-Medial Consonants

3.3.1 Length Opposition

In the comparison data, there was a
"margin” between the longest single
consonants and the shortest geminate
consonants. The exact duration of this
margin varied depending on the
speaker and the consonant in question.
On the average, the margin was the
shortest for /n/ (45 ms) and for other
resonant consonants, and the longest
for /s/ (118 ms). Three out of four
control  subjects produced long
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margins, whereas one control subject
produced margins that were often
remarkably shorter than the average
margins in the control data.

Most of the aphasic speakers also
produced a margin between the longest
single consonants and the shortest
geminate consonants, but this margin
was on the average shorter than in the
control data. For two of the aphasic
speakers, there was overlap between
the duration of single and geminate
consonants. For these speakers the
coefficient of variation for consonant
duration was remarkably higher than
normal.

3.3.2 Increase in Variation for
Consonant Durations

The variation for durations of the
word-medial consonants  was
characterized by the coefficient of
variation. In order to be able to
reliably compare consonants of
differznt length, the analysis was based
on the logarithm of the duration. As
compared to the control subjects, most
gphasic speakers showed some increase
in the amount of wvariation for
consonant duration, and for two
speakers the c.v. was remarkably high.
These were the same subjects for
whom there was overlap between the
duration of single and geminate
consonants.

3.3.3 Factors Behind the Increase in
Variation

According to Lehtonen [3], the
consonants are longer after labial
vowels than after illabial vowels. The
effect of labiality was very weak in
the present data, and a statistical
analysis did not support Lehtonen’s
conclusion.

The  word-medial consonant
preceeded by a short vowel is longer
than a consonant preceeded by a long
vowel {3]. For the control subjects, the
above rule was true in general. There
was some tendency for stops /pk/ to
obey the rule more often than for the
other consonants. One of the aphasics
(Subject 8) produced longer consonants

after long vowels than after short
vowels.

Voiceless plosives are the longest
consonants, followed by fricatives and
resonant  consonants  [3]. When
different places of articulation are
compared, labial consonants are on the
average longer than dental and velar
consonants [3].

In the present data, the manner of
articulation had a stronger effect on
consonant duration than place of
articulation. For most of the speakers,
resonants were on the average shorter
than obstruents. For the control
subjects, all the short consonants were
shorter than the long consonants. For
two of the nonfluent aphasic speakers,
the geminate resonants were shorter
than single obstruents. i

The  sibilant requires  more
sophisticated motor control than other
consonants. In the present data, single
stops were on the average longer than
/s/, but the geminate /ss/ was often
longer than geminate Stops.

The comparison of different places
of articulation (whether or not the
labial sounds are longer than dental
and velar sounds) did not give
systematic rtesults. One speaker had
very long OFTs in the word medial
position. His speech was not, however,
distorted.

4. DISCUSSION

The length opposition was preserved
in aphasic speech albeit some aphasics
experienced difficulties with controlling
the duration and therefore occasionally
violated the length opposition.

Voice-onset-time is among the
variables affected by aerodynamic
factors. The duration of VOT seemed
to be conditioned by the duration of
the occlusion of the stop--the subjects
with  considerable consonant
lengthening produced short voice-onset-
times.

The present data gave only some
hints to the processes between the
selection of the phonological target and
the aerodynamic processes.
Lengthening was similar for both
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consonants and vowels, and the word
structure did not have an effect on it.
For vowels, the increase in variation
for durations was not explained by the
surrounding  sounds or by word
structure. Rather, there was some
evidence for differing effects of the
articulatory components of vowel
production. For consonants, not only
intrinsic factors but also for example
the duration of the preceeding vowel
should be considered.

Further evidence for different
components of the articulation process
was reported by Kukkonen [1] in
connection with the different error
types (some patients deleted word-
initial consonants, some distorted them,
and still others commited substitution
errors that were not distortions).

The results point out that a
comparison of acoustic properties of
normal and deviant speech s a
promising testing ground for theories
of normal speech production. The
findings will also have implications for
the clinical classification of aphasics.
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HEARING-IMPAIRED AND NORMAL-HEARING ADULTS’ USE
OF LOW-FREQUENCY CUES TO INITIAL FRICATIVE VOICING

L. Holden-Pitt, S. Revoile, and J. Pickett

Gallaudet University, Washington, D.C.

1. ABSTRACT

The contribution of various
acoustic components to the percep-
tion of voicing in syllable-initial
/f;s,v,z/ was investigated for hearing-
impaired and normal-hearing listen-
ers. Syllable-segment deletion and
high-pass filtering were employed to
eliminate potential voicing cues.
Relative to the normal-hearing, the
hearing-impaired group’s voicing
perception was more dependent
upon low-frequency cues in the
frication. For /vad/ and /zad/,
with the frication segments deleted,
above-chance fricative voicing
perception, particularly by the
normal-hearing, signified the
existence of cues in the vowel stem.
2. INTRODUCTION

Perception of consonant voicing
is often troublesome for persons
with severe to profound hearing
impairments, especially since this
distinction is not easily conveyed
through lip reading. During the past
decade, some of our research efforts
have involved the employment of
various acoustic-signal enhancements
to improve hearing-impaired per-
sons’ perception of spoken con-
sonants. However, preliminary to
the development of such enhance-
ments, we must discover which
acoustic elements in the speech
signal can elicit particular
consonant-feature distinctions.

This study examined the
contribution of various acoustic
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elements to the perception of voicing
for the fricatives /f;s,v,z/ in the
syllable-initial position of naturally-
spoken /Cad/. We made controlled
alterations to syllable acoustic-
segments suspected to characterize
voiced, that is /v/ and /z/, versus
voiceless, /f/ and /s/, fricatives. To
determine the perceptual utility of
syllable segments for cuing fricative
voicing, systematic syllable-modifica-
tions were performed to either elimi-
nate or place in competition various
components of the acoustic signal.
3. METHOD

3.1. Stimuli

The core set of stimuli consisted
of 10 utterances each of /fAd/,
/sad/, /vad/, and /zad/, spoken
citation-style by an adult male.
Consonant-vowel boundaries for the
utterances were established from the
digitized waveform displays, guided
by syllable segmentation criteria
described in Revoile et al. [2].
Temporal and spectral measurements
were made for the utterances’ fric-
ative and vowel segments, to enable
examination of acoustic character-
istics differing between voicing
cognate syllables. Inspection of these
attributes targeted the presence of a
low-frequency component in the fric-
ations, and the vowel onset transi-
tions as the most apparent indicators
of acoustic difference between the
voicing cognates. Thus, our syllable
modifications were designed to exam-
ine the relative importance of these

low-frequency components (i.e.,
potential voicing cues) by isolating
or removing these elements, and by
placing them in direct competition.

Fig. 1. Schematics of /fAd/ and
/vAd/ stimuli per test condition.

Had! Ivadl

FHICATION VOWEL

——
FRICATION
FRICATION >
(d) SWITCHED/ .
FILTERED
FRICATION -

From the 40 unmodified utter-
ances, conditions of syllable-
alteration (Figure 1) were prepared
by computer manipulation of the
waveform segments. The unmodified
(panel a) utterances formed the
basis for development of the other
conditions. The rounded upper-left
edge of the vowel symbol following
the voiced frication in /vAd/ sig-
nifies the presence of characteristic
vowel-onset transitions. In the con-
dition of filtered frication (panel b),
the frication segments were high-
pass filtered (1 kHz cutoff), as
indicated in Figure 1 by the clear
lower region in the frications. The
1 kHz filter cutoff was selected to
eliminate the low-frequency spectral
information present predominantly
in the voiced frications. The next
condition, switched frication (panel
¢), involves the exchange of frication
segments between the voiceless and
the voiced initial-fricative syllables.
Between panels (a) and (c), note
that the frication from the unmodi-
fied /vad/ -- represented by the
cross-hatching -- has been appended
to the vowel stem of the original
/fAd/, and vice versa. This

(a) UNMOD. oS
. FRICATION VOWEL

alteration was intended to produce
competition between voicing cues
residing in the frication and those in
the vowel stem. In panel (d),
witched/fil ication is a
combination of the high-pass filtering
and the switching of frications,
carried out to examine whether the
cue-competition effect expected with
the switched frication stimuli would
be nullified. Stimuli for a final
condition, frication deleted (not
shown in Figure 1), were developed
by omitting the frications from the
unmodified stimuli. This condition
was intended to gauge the sufficiency
of fricative-voicing cues remaining in
the vowels.

3.2, Procedure

The 40 utterances in each
condition were randomly presented
in single-interval identification trials.
Listeners’ responses were limited to
"FUD", "SUD", "VUD", or "ZUD".
No feedback of correct response was
provided. Stimuli were presented to
each hearing-impaired subject’s
better ear at listener-determined
most comfortable listening levels
(MCL), using the procedure de-
scribed in Revoile et al. [1]. Normal-
hearing listeners were presented the
stimuli at 73 dB SPL. At least five
40-syllable blocks per condition were
tested per listener. Tests were ad-
ministered in random order through-
out 24 one-hour listening sessions.,

3.3. Subjects

Twenty-two hearing-impaired and
10 normal-hearing young adults from
Gallaudet University participated as
paid listeners. The hearing-impaired
listeners had tone-threshold averages
ranging from 34 to 82 dB HL, with a
median of 54 dB. Pure-tone thresh-
old contours for these subjects were
classified as either flat (n = 8) or
sloping (n = 14). All subjects
attained at least 70% correct fricative-
voicing recognition for the

unmodified test utterances.
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4. RESULTS AND DISCUSSION

Percent correct voicing scores
were calculated separately for the
voiced, and the voiceless, initial-
fricative syllables -- place of
articulation errors disregarded.
Mean voicing scores per listener
were calculated for each test con-
dition, arcsin transformed, then
submitted to a repeated-measures
ANOVA. Tukey’s hsd was used for
pairwise comparisons of condition
means. A criterion alpha level of
.05 was. used for all tests of
statistical significance. Interactions
of listener group, fricative voicing,
and test condition dictated that
analyses be conducted separately
within each listener group for the
voiced and for the voiceless initial-
fricative syllables.

4.1. Voiced Fricatives

Figure 2 shows percent "voiced
fricative” responses for the /vad/
and /zAd/ syllables. Fricative
voicing recognition for the unmodi-

fied utterances approached 100% for
the normal-hearing and the hearing-

impaired listeners. While the pat-
tern of response across test con-
ditions was generally similar for the
two listener-groups, magnitudes of
the modification effects did differ
between groups. Also, the hearing-
impaired group’s average standard
deviation per condition (7%) was
greater than the 2% seen for the
normal-hearing -- evidence of
greater intra-group performance
variability among the hearing-
impaired listeners.

The effect of filtering the
frications’ low frequencies can be
observed by comparing voicing per-
ception in the filtered frication
condition with that for the ynmod-
ified utterances. While the normal-
hearing group showed virtually no
reduction in fricative voicing per-
ception for the filtered stimuli, the
hearing-impaired group’s mean fric-

ative voicing score of 69% represents
a significant effect from the filtering,
The importance of the frications’ low
frequencies to voicing perception is
also exemplified by the smulanty in
the hearing-impaired group’s per-
formance for the conditions of
filtered frication versus frication
deleted. The 4% differential
indicates that acoustic elements
remaining in the frications after
filtering did not contribute signif-
icantly to fricative voicing perception.

Fig. 2. Perception of VOICED
fricatives by the normal- (black bars)
and impaired- (clear bars) hearers.
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PERCENT VOICED RESPONSES

Results from the a\ﬂtgmug_g_a;
tion condition show for both listener
groups that appending the voiceless
frications to the vowel stems from
/vAd/ and /zad/ greatly reduced the
perception of voicedness. The nor-
mal-hearing group’s identification of
these hybrid stimuli as voiced in only
9% of the cases represents a near-
complete domination of the voicing
cues in the voiceless frication over
the cues to voicedness in the vowel
stem. For the hearing-impaired
group, the perceptual decline of
voicedness from the 92% in the
unmodified condition to the 39% in
the switched frication condition again
shows that these concatenations of
voiceless frications to vowel stems
from voiced fricative syllables are
identified /fad/ and /sad/ -- the
appended frications dictating the
perceived voicing value. Filtering the
switched frications produced no
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PERCENT VOICELESS RESPOSSES'

significant recovery from the
perceptual domination of the frica-
tion segments for either group, as
apparent from the increases of no
more than 13% in fricative voxcmg
scores for switched /filtered fri
over the switched frication.

Finally, relative to perception for
the unmodified stimuli, deletion of
the frications significantly reduced
voicing scores, though fricative
voicing identification remained
above-chance for both listener
groups. This good voicing recogni-
tion in the absence of the /v/ or /z/
frications supports the utility of
vowel stem characteristics for cuing
fricative voicing.

4.2. Voiceless Fricatives

Figure 3 displays results for
perception of the /fAd/ and /sad/
syllables. Mean scores for the un-
modified condition are 90% or bet-
ter for both listener groups. The
effect from high-pass filtering the
voiceless frications was negligible, as
relatively little spectral content
existed in the lower spectral region
of these voiceless fricatives.

Fig. 3. Perception of VOICELESS
fricatives by the normal- (black bars)
and impaired- (clear bars) hearers.

{1
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The switched frication condition
again produced a dramatic reversal
in fricative voicing perception, now
with voiced frications appended to

the vowel stems of /fad/ and /sAad/.

Neither normal-hearing nor hearing-
impaired listeners provided many

"fud” or "sud" responses to these
stimuli. Thus, fricative voicing cues
in the vowel stem again proved no
match for those in the frication. For
the hearing-impaired group, filtering
low frequencies from the switched
voiced frications did produce a
significant release from this voicing
reversal effect. For the normal-
hearing group, higher-frequency
components in the appended /v/ and
/z/ frications were sufficient to sway
listener responses toward voiced
fricatives. Deletion of the /f/ and
/s/ frications produced a significant
decline in fricative voicing percep-
tion, when compared to performance
for the unmodified utterances,
though this reduction was more
pronounced for the normal-hearing
than the hearing-impaired group.
5. SUMMARY

The relative low-frequency energy
in the frications of /vad/, /zad/
versus /fad/, /sAd/ considerably
influenced fricative voicing
perception for the hearing-impaired
listeners. When placed in
competition, cues in the frication
dominated those in the vowel stem,
for prompting fricative voicing.
However, in the absence of the
frication segments, cues in the vowel
stem were capable of eliciting voiced
fricative percepts, particularly for
normal-hearing listeners.
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ABSTRACT
A corpus of about 100 meaningful ka-
lian words uttered by 36 normoccluded
and maloccluded subjects has been
analysed spectrographically. The re-
sults show that a direct relationship
between different classes of malocclu-
sions and speech errors does not exist.

1. INTRODUCTION

One of the questions which has al-
ways been and still is outstanding for
orthodontists and speech pathologists
is whether there is a relationship bet-
ween dental malocclusions and speech
disorders.

By far the greatest difficulty in this
kindofresearchis to find a cause-effect
relationship between a single dental
anomaly and a particular speech im-
pairment. In fact if on one hand "articu-
latory defects of speech may existeven
though the dental occlusion is normal
and, conversely, dental malocclusions
may existin person with normal speech”
[3] (p. 921), on the otherthe greater the
seriousness of disgnathic defects co-
occurring in the same subject is, the
greater his phonetic handicap willbe [5]
[8]. Thisis the reason why notwithstan-
ding the great number of studies of the
morphological aspects of the different
malocclusions, as for instance vertical,
anteroposteriorandtransversal relation
ship of the jawbones, interincisal
occlusion, overjet, openbite, spacing
and crowding of the incisors, the lack of

dental elements, the results have often
been contlicting [1]{7] (2] [9] [6] {10] [4].

The aim of this research is to verify
whether there is a close relationship
between dental malocclusions and
speech disorders.

Before facing this problem, we should
draw some considerations. If dental
malocclusions can be easily tested and
then classified, the defect of speech is
more difficult to identify. It can be reco-
gnized only perceptively. In fact the
listener is the only one who can say
whether a soundis similarto or different
from a normal sound. His judgement,
however, cannot go beyond a personal
opinion which can be neither quantified
nor experimentally verified, thus origi-
nating vague and often inaccurate clas-
sifications.

First of all we should say that two
different auditory impressions must be
the result of two different acoustic si-
gnals. However, the opposite is not
always true, as two different acoustic
signals, generated by different articula-
tory mechanisms, do not necessarily
generate two different auditory impres-
sions. This happens because each
speech sound is a complex acoustic
signal of which some components are
vital, whereas some others, being
redundant, can have various characte-
ristics or even lack completely. Suffice
it to say that compensatory articulatory
movements are able to produce a sound
which is perceptively accepted as nor-
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mal.

At the light of what has up to now
been said, it is possible to identify a
speech sound as faulty only on the
basis of the acoustic analysis of the
signal. If we skip this step, observing
directly the articulatory movements, at
the most we will be able, thanks to
sophisticate technologies, to recon-
struct point by point the mechanism of
the individual parts of the speech appa-
ratus, but we will not be able to establish
for certain whether such an articulatory
mechanism affects the distinctive or
the redundant components of the si-
gnal. Furthermore it must be borne in
mind that the techniques employed
nowadays can cause an emotional
stress to the speaker that affects
negatively the spontaneity of the
utterance. This happens because they
may be either tissue invasive owing to
theattachment of lead pellets, of artificial
palates, of electrodes and so on, or
biologically unsafe because of radia-
tion exposure.

2. METHOD

From the foregoing, it seems to us
that we should start from the acoustic
analysis of the signal, which allows to
identify faulty sounds as well as to infer
the incorrect articulatory movements
that produced them. Many are the pos-
sibilities given by this method of analy-
sis. In fact on a broad band spectro-
gram it is possible to deduce the beha-
viour of the vocal folds from the number
and periodicity of the vertical striations
and, consequently, to notice the pre-
sence of possible anomalies of the glot-
tal pulse. Shiftings on the y-axis of the
formants reflect the movements of the
articulators and the shapes assumed
bythe supralaryngeal cavities. Formant
frequencies are broad bands of energy
represented on the spectrogram by
clearly marked darkness areas. Accor-
ding to the different contextual situa-

tions, every speech sound has a parti-
cular formant pattern : any modification
reflects an anomalous posture of articu-
lators involving a change in place and
manner of articulation. Nasality is re-
presented on the spectrogram by aloss
of energy expecially at the level of the
second formant as well as in appearan-
ceofone ortwo extraformantsinthe low
region of frequencies. So the spectro-
graphic analysis allows us to say
whether an oral articulation has been
realized with an incomplete closure of
the velopharyngeal port.

3. MATERIAL

A list of about one hundred meaning-
ful Italian words has been prepared,
where dental articulations[tdszrlints
dz ] occurred in all phonological con-
texts. Also bilabials [ p b m ], labioden-
tals[fv], palatals[f § & £p]andvelars
[ k g ] have been considered.

The list has been read in a silent
room by thirty six speakers differently
aged(7-9,12-14, 17-19years) selected
by a clinical test from a total of 228
students. Nine of them were normoc-
cluded subjects and twenty seven
represented of the different classes of
malocclusion (Class |, Ciass Il, Class
). A structured questionnaire was
used to obtain information about age,
history of previous speech therapy and
orthodontic therapy. All selected
subjects had notreceived any treatment
and all of them had normal hearing.

For this research a Nagra IV S recor-
der, a DSP Sona-Graph 5500 Kay and
a computer HP Vectra have been
employed. Of each wordthe broad band
spectrogram (from 0 to 8 KHz) and the
tracings of Fo, intensity and waveform
have been obtained.

4. RESULTS

Subjects without any anomaly have
been found in all categories. Table |
summarizes the speech anomalies of
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TABLE I. Types of articulatory disorders in speech acoustically diagnosed

among normoccluded and maloccluded subjects.

SOUNDS |]worMoccrupEDd MALOCCLUDED S UBJECTS
SUBJECTS
CLASBSS IjcrAass
df‘:‘l‘][ a‘op — - IXJCLASS 18 8
3 x fricative fricatd fricati
ve ve
dental fricative palatal =Titieste
-
ts) fz) palatal invesdcoin!
terdent
dental erill Thisisd
() lateral trill fricative f
dental lateral 1 1 setreflex ronee
[1 ateral trill lateral fricative
labiodental
fricative [ v | bilabial stop
palatal affri
Cef1 0 ‘{sc‘lw dental
palatal lateral
ta palatal
velar sto il
[k fricati
l] (o ]P icative fricative r‘}‘f?“"‘
- ricate
oral sounds n:;;lel:cd nasalized
s ech
voiced sounds irregular glotial pest
pulscs

pormoccluded and maloccluded sub-
jects. As we can see, mostanomalies
occur with dental articulations, but
anomalies in velar stops, nasality and
glottgl pulses have been also noticed.

Figs. 1 - 4 show the spectrograms
relative to the voices of normoccluded
and maloccluded subjects.

'The spectrogram of the word sodo
.(Fag. 1) uttered by a nornoccluded sub-
ject points out two different anomalies,
regarding the fricative [ s ] and the stop
[d]. The first one has a dental place of
articulation because of a very strong

signal starting from 6 kHz. In fact the
acoustical signal of a dental fricative
shpws the highest frequencies and in
this case we can see that the signal is
cut at the upper edge of the spectro-
gram. in the meantime we can notice
the presence of a strong signal bet-
ween 3.5 KHz and 4.5 KHz due to a
narrowing of the channel at the hard
palate. So we can conclude thatitis a
palatalized dental fricative. As far as
?he stop is concerned we can say thatit
is a retroflex, because of an abrupt
falling down of F3 and F4 of the adja-

1”-1-.

word sodo

word studio
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Fig. 3. Spectrogram of the
word avviso

.

Fig. 4. Spectrogram of the word foglia

cent vowels.

The spectrogram of the word studio
(Fig. 2) uttered by a Class | matocclu-
ded subject shows two anomalies,one
relative to [ s ] having the same charac-
teristics already seen in Fig. 1 and the
other concerning the whole word, which
iscompletely nasalized, asthe presen-
ceofanextraformantat2.5 KHzshows.

The spectrogram of the word awviso
(Fig. 3) uttered by a Class i malocclu-
ded subject, shows that [ v] has been
uttered as a stop (absence of signal
followed by burst of noise), bilabial
because of the F2 deviations of the
adjacent vowels and voiced because
ofthe periodical striations. Furthermore
[ s ] shows in addition of the fricative
signal, a whistled pure tone at about

. 45KHz.

In the spectrogram of the word foglia
(Fig. 4) uttered by a Class 111 malocclu-
ded subject, both the absence of signal
and F2 deviations show that [ £ ] is
uttered as a voiced palatai stop [ 1 ].

5. CONCLUSIONS

The data gathered in this experimen-
tal research point out that a direct rela-
tionship between different classes of
malocclusions and speech errors does
not exist. In fact the same speech
sounds can give rise to different kinds

of errors, aside from the kind of dental
occlusion of the subject. [ s ] for instan-
ce is realized as palatal by a normoc-
cluded subject, as either labiodental or
whistled fricative by two Class Il maloc-
cluded subjects. Dental trill [ ] is reali-
zed as a lateral trill by a normocciuded
subject, as either fricative or retroflex
trill, by two Class Ii maloccluded sub-
jects.

As regards the different kinds of
speech errors our results seem to
suggest that fricatives tend to be reali-
zed atanomalous places of articulation;
stopstendtobe realized as affricates or
fricatives; laterals and trills tend to be
realized as fricatives. Moreover we have
to say that the speaker's sex and age
do not have any infuence on the occur-
rence of the different kinds of speech
errors.
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ABSTRACT

The speech of eleven prelingually and
profoundly deaf children, educated by
sign-language, was videorecorded and
was given a narrow phonetic transcrip-
tion. The phonetic inventory of conso-
nants used by the children in initial, me-
dial and final word-positions was estab-
lished. Analyses were also made to see
what systematic deviations occurred for
the speech sounds that the children could
articulate correctly. The intention was
also to get an opinion of average pho-
netic and phonological competence of
this group of prelingually profoundly
deaf children, with pure tone averages
between 90-108 dB at .5, 1 and 2 kHz.

L. INTRODUCTION

Prelingually deaf children do not acquire
speech spontaneously. They have to
learn oral speech through visual in-
formation mainly and to rely on orosen-
sorymotor control in maintaining speech
movements. As the deaf child does not
have any acoustic speech target to com-
pare his own production with, his speech
will be characterised by specific devia-
tions and substitutions due to input lim-
itations in speech perception such as au-
ditory limitations and limited visibility
of phonetic features and impacts of or-
thography and insufficient physiological
control.

Despite the fact that prelinguall
deaf children have difﬁcuhli)es ing pro)-,
ducing normally articulated and audito-
rily acceptable speech some studies have
reported that they can develop a phono-
logical system through the limited infor-
mation available, [2], {4], [5], [6], [8].
However, these systems will differ in
some respects to those of normally
hearing children.

. Through a phonological assessment
it can be determined to which extent an
inadequate phonological system is ob-
scured by phonetic deviations and the
systematic deviant patterns can be iden-
tified. A detailed phonetic transcription,
that describes the phonetic inventory and
its application in different word posi-
tions, should form the basis of the
phonological assessment.

Ina stgldy by Oster [6], it was shown
that a deviant pronunciation in fact was
an attempt to express a speech sound
contrast. A child made a contrast be-
tween voiced and unvoiced bilabial stops
but not through voicing. Instead the
contrast was expressed by lip-protrusion
in initial position and by the insertion of
a neutral vowel in final positions. The
training was then directed towards
changing this inadequate way of ex-
pressing voicing contrast to improve the
intelligibility of the child's speech.

_A traditionally phonetic analysis de-
scribes the quality of a child's artic-
ulation of various speech sounds with no
reference to their distinctive function in
spoken language. Often distortions, sub-
stitutions and omissions are listed that
show what the child is not capable of
articulating. The sounds that the child
articulates correctly are disregarded.
Even if a child knows how to articulate a
_speech sound correctly, this does not
imply that the usage is correct in his
spoken language. Through a phonologi-
cal assessment, on the other hand, it is
possible to study systematic deviations
in spoken language, of those speech
sounds, which a child has shown to be
capable of articulating. If these system-
atic deviations can be explained by lim-
ited phoneme perception in lip-reading,
impact of orthography or insufficient
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physiological control valuable pedagogi-
cal information is obtained.

2. AIM OF THE STUDY

The intention was to investigate how
phonetic deviations affect the phono-
logical systems of deaf children. As-
sessments were made to establish which
speech sounds most of the children could
articulate, which of these sounds were
applied correctly in their speech and
what the substitutions and other devia-
tions looked like.

3. SUBJECTS, PROCEDURES AND
SPEECH MATERIAL

Eleven prelingually deaf children, edu-
cated by sign-language, participated in
the study. One child was eleven years of
age, while the others ranged from four-
teen to seventeen years. Their pure tone
averages were between 90-108 dB at .5,
1 and 2 kHz. The intelligibility of their
speech varied from very poor o very
good.

The children read a list of familiar
words provided with stimulus pictures.
The word list contained all Swedish con-
sonants, which occurred at least twice in
initial, medial and final position, if
phonotactically ~possible. The video-
recorded speech was given a narrow
phonetic transcription, using the symbols
of IPA and some additional diacritics.
Some of those which Bush, Edwards,
Luckau, Stoel, Macken and Petersen [1],
Grunwell [3] and Roug, Landberg and
Lundberg [7] have developed for the
transcription of babbling and phonetic
development in early infancy were used
to transcribe those sounds in the speech
of the deaf, which are not part of the IPA
inventory. The phonetic inventory and
phone distribution in the different word
positions was established.

4. RESULT AND DISCUSSION

Figure 1 shows the number of children
who, at least once in the material, con-
trolled the articulation of each Swedish
c