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WAVE MECHANICS OF THE SPEECH SIGNAL

VICTOR SOROKIN

Institute for Information Transmission Problems

Academy of Sciences, USSR
Moscow 101447

ABSTRACT

Processes of control, muscular contraction,
articulators deformations, and acoustical
oscillations take place incontinuous media.
Description of these processes can be done
by means of the same mathematical techni-
que. Some importent properties of the
speech production processes are described.

Speech production processes proceed in
different physical medie : articulation
control processes - on a set of oL and.J
motor neurons and muscle fibers, mechani-
cal oscillation processes of the vocal
folds, tongue and lips - in viscous - ela-
stic tissues, acoustical processes - in
air cavities of the vocal tract. There are
certain special features in each medium
which determine characteristics of the
processea, but there is also & very impor-
tant similarity that enables to use actu-
ally the same mathematical technique of
wave mechanics. This similarity comes from
the fact that on each level - acoustical,
mechanical and control, the system of
speech production is a system with distri-
buted parameters. ’

Motor units in the articulation cont-
rol system are discrete elements but their
number is great, and their parameters
overlap rather a wide range. Thus it is
possible to consider that processes of
muscle contraction control take place in
a certain continious medium. In that medi-
um, for instance, there is a possibility
to control dynamic characteristics of the
muscle by the working point shift of the
muscular receptors and also by dilsplace~-
ment of the area of the sarcomers contra-
ction along the muscular fibers from one
muscle end to another.

Amplitudes of eigenfunction of muscle
elastic deformations change due to these
displacements. Although distributed cont-
rol systems have been studied in enginee-
ring, special features of the articulation
control system are little known and deep
investigations in the area are of great
necessity. Some results concerning articu-
lation conErol system properties are des-
cribed in L61].

Geometrical parameters of the vocal

folds are rather small. Thus folds elastic
vibrations accompany waves in all three
dimensions. It can be well seen in high
speed motion pictures that elastic waves
propagate along the focal folds and also
in transverse and vertical directions.
Besides, surface waves are observed after
folds collapse [2]. Characteristics of the
waves are determined by mechanical proper-
ties of the vocal folds tissues. For exam-
ple, surface waves dissapear when cancer
tumour evolves.

Mathematical models of vocal folds
elastic vibrations were investigated in

{4,5,6,7,9,10] . Computer modeling shows,
that for the description of folds elastic
oscillations in a vertical direction only
one eigenfunction is sufficient, in a tra-
nsversal direction two eigenfunctions are
required, and oscillations along the vocal
folds require three eigenfunctions. Verti-
cal movements create a new, unknown before,
excitation source - a piston source, which
ig active during close vocal slit interval
also. A speech synthsizer excited by the
described vocal source produces a speech
gignal with high naturalness,

Geometrical sizes of the tongue and
lips are comparatively large. Thus elastic
waves do not propagate in the articulators
but their movements are "wave-like", as it
is seen in the cinemaradiographic motion
pictures., Elastic deformations of the ton-
gue and lips are described by the same
mathematical technique as elastic deforma-
tions of the vocal folds.

It is sufficient to have only one
eigenfunction for description of the shape
and movements of the lip. This eigenfunc-
tion for the lip is just half-wave of si-
ne. Five eigenfunctions must be used for
the tongue shape description. In the case
the approximation error in the uniform
metrics is about 6 - 7 %. Change of the
tongue shape is achieved by means_of modes
control of elastic oscillations. (6) . The
velum is an elastic body with distributed
parameters too, thus to calculate its de-
formations the same mathematical technique
as for the vocal folds, tongue and lips
must be used.

Pl 6.1.1 7



For the frequencies above 200 - 300 Hz
the vocal tract is a system with distribu-
ted parameters where waves of acoustical
oscillations propagate. Fast change of
speech parameters and nonstationary proce-
sses domination are properties of acous-
tics in the vocal tract. There is & set of
pecularities of speech production acousti-
cal processes which play crucial role both
for speech synthesis and speech recogniti-
Onle

First of all one must reject an idea
that the vocal slit is a starting point of
the vocal tract. During production of voi-
celess fricatives and stops the area of
the vocal slit is comparable to the mini-
mal area of the vocal tract. Even during
phonation the resistance of the vocal slit
turns out to be not so high as it was sup-
posed just recently. As a result, proces-
ses in the lungs and the trachea have in-
fluence upon acoustical parameters of
speech signal and, therefore, the vocal
s8lit is located almost in the middle of
the vocal tract. During phonation formant
frequencies are subjected to noticeable
alterations, sometimes up to 20 - 30 %
and those alternations are synchronous
with vocal folds oscillations [6] . The
formant frequencies variations are pretty
fast, therefore both in speech synthesis
and speech analysis the vocal tract must
be considered as a parametric system with
fast alternation of parameters.

In addition to those variations the
formant frequencies sometimes undergo fast
alternations during articulators movementa.
For example, the rate of the first formant
freqiency variation can be 10 times as
much as the velocity of articulator move-
ments, if the minimal area of the vocal
tract cross-section is sufficiently small.
As a result an abrupt change of formant
frequencies is observed before and after
a closure.

Vocal tract walls yielding is a cause
of radial oscillations, which dominate du~
ring closure. The first formant frequency
in this interval is equal to the radial re-
sonance frequency ( 150 - 350 Hz ) instead
of zero as it were in an acoustical system
with absolutely rigid walls, There is ra-
diation of a speech signal through the
yielding vocal tract walls and, as it was
shown in [1] , the radiation occurs mainly
in two areas - around the lips and the pha-
rynx. Yielding of the vocal tract walls
leads to the "shut" effect, when in areas
with a small cross-section the propagation
of low-frequency oscillations stops due to
walls oscillations in the antiphase,

As a result of all above mentioned fa-
cts the only right method of description
of speech production acoustics is a method
nonsteady-state wave processes, Therefore
the formant method of speech synthesis is
unadequate in consequence of the hypothe-

sis on steady stateness of processes &nd
slow variations of the vocal tract parame-
ters. This is confirmed by the low quality
of formant speech synthesizers. More over,
there is a limit ( not very high ) for im-
provement of such synthesis naturalness
and intelligibility.

As a bagis for description of acousti-
cal processes during speech production a
method of travelling waves like Kelly =
Lochbaum scheme
1y Kelly - Lochbaum scheme has a set of
serios shortcomings. Particularly, it ge-
nerates specific noise during alternation
of the vocal tract area function. However
it is possible to solve the noise problem
by means of dynamic matching of boundary
conditions between cylindrical sections
which_approximate the vocal tract shape

[7,8] . Purther improvement of that
scheme should concern section and vocal
tract length alternation.

Characteristics of the turbulent sour-
ce of excitation are little dependent on
the place of articulation. Difference in
acoustical characteristics of fricatives
and bursts of stops are results of vario-
us positions of the turbulent source in
the vocal tract accompanied with change
in values of zeroes of the vocal tract
transfer function. This effect is elso a
consequence of the fact that the vocal
tract is a system with distributed parame-
ters,

Thus, physics of speech production
processes is much more complicated then
it was supposed some time ago, but cogni-
tion of those processes inspires a hope
of development of high quality synthesi-
2ers and reliable speech recognition sys-

ems,
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FUNDAMENTALS AND APPLICATIONS IN SPEECH PRODUCTION RESEARCH

OSAMU FUJIMURA
Murray Hill, New Jersey 07974 U.S.A.

AT&T Bell Laboratories

ABSTRACT

Current issues in speech production research are reviewed with
some historical perspective. It is emphasized that recent progress
in computational and experimental techniques has brought about a
substantial change in the rescarch methodology, and that the
interaction between linguistic theory and the understanding of the
pature of speech signals has substantially contributed to the
progress in both abstract description and speech analysis and
synthesis.

0. Introduction

In this paper, I would like to express my personal opinion about
the direction of research in conjunction with a fairly wide variety
of topics in speech production research. The point I would like to
make is that we need a deep inquiry into the nature of speech, in
its linguistic, psychological, physiological and physical aspects,
taking full advantage of the emerging computational techniques,
in order to pave the way for future industrial applications as well
as to understand what speech is. I will argue that some basic
concepts in the theory of phonology and phonetics must be
revisited (¢f. Fujimura [1980]). '

1. Physical Process
1.1. Acoustical Theory

According to the acoustical theory of speech production [Fant
1960], the physical process of speech production comprises two
basic components: (1) source signal generation: the process of
producing the source airflow through the glottis typically for
sonorant parts of the signal, and pressure variation anywhere
along the vocal tract near constrictions for some of consonantal
parts; and (2) vocal tract filtering: the linear process of converting
the airflow/pressure source signals into outcoming acoustic waves
that represent speech signals.

There have been challenges to the source-filter theory, claiming
that the plane-wave assumption is not valid in reality when we
consider the three-dimensional turbulence formation above the
glottis [Teager 1983]. There is at least one experimental attempt at
measuring the three-dimensional distribution of acoustic pressure
within the vocal tract in vowe! production [Firth 1986]. The
Fantian acoustical theory is the only workable (approximation)
theory available at present, however.

In particular, it is well known that the vocal tract transfer
functions for different vowel articulation gestures can be
effectively represented by the F-patterns [Fant 1956]. We have
verified this using an acoustical measurement on normal subjects
(see Fig. 1). This acoustic measurement of the natural vocal tract
does not involve any dc airflow. To the extent the observed
transfer characteristics compare with predicted characteristics of
naturally produced vowel sounds, our theory captures the. essence

of the acoustic process.

Perceptually, also, it has been our experience for a long time that
a series-type formant synthesizer captures all vowel characteristics
in terms of the phonetic values that are familiar to us.

The role of formant transitions, associated characteristically with
consonantal gestures, was convincingly demonstrated by
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Fig. 1: Vocal tract transfer functions for Swedish vowels,
estimated by a sweeptone method using a female native speaker.
The curves include a constant frequency function (b), which is
,assumt'ed to represent the transfer characteristic between the
acoustic source (vibrator) output and the virtual excitation source
above the glottis, The curve in the upper end of each frame
represents the difference between the measurement and the
theoretical prediction based on the series formant theory as in
Fant [1961].  From Fujimura & Lindqvist [1971].

10 Pl16.2.1

researchers at Haskins laboratories [Cooper et al. 1952; Liberman
et al. 1954; Delattre et al. 1955). These and related subsequent
experiments led us to believe that the quasi-static formant theory
was effective enough to capture basic characteristics of speech
signals. For further progress, however, I believe this point has to
be revisited. There is enough evidence to suspect that our current
signal processing technology that is commonly used in automatic
recognition schemes, for example, does not capture some crucial
information including very rapid transitions for consonantal
identification. Also, our knowledge of inherent signal properties
of occlusive consonants (see Blumstein & Stevens [1979]) has not
been utilized sufficiently in such applications.

The synthesis experiments, incidentally, not only contributed
substantially to our understanding of the nature of speech signals
and their phonetic perception, but also, in combination with the
subsequent emergence of the idea of analysis-by-synthesis [Stevens
1960}, set a rather widely applicable methodology for studying
complex human information processing.

1.2. Articulatory System

The mandible is literally a basic component of the articulatory
system, and our understanding of its function in speech is still far
from satisfactory. Edwards [1985] made a fundamental
contribution to our knowledge in this field, clarifying its
movement patterns in speech involving both rotation and
translation relative to the skull.

The velum is presumably the simplest case for studying the
phonetic functions relative to its physiological control and the
resultant physical configuration. We seem to find a one-to-one
correspondence between nasality as a phonological feature and the
articulatory gesture of the velum, which probably can be
effectively represented by a one-dimensional measure of velum
lowering. The acoustical consequences of its movement, however,
is by no means simple, nor is it limited to the coupling of the
nasal tract to the (proper) vocal tract, as assumed in early works
[Maeda 1983] (cf. House & Stevens [1956], Hattori er al. [1958]).
Also, velum height is affected observably by the raised tongue
dorsum for palatal consonants.

Because of the relative simplicity, the lip movement patterns have
been the subject of quantitative studies by many investigators (see,
for example, Bell-Berti & Harris [1982]). One particularly
interesting topic is the relation of lip gestures to the mandible
gestures. Macchi [1985] studied this problem in relation to
segmental vs. suprasegmental functions using a statistical analysis
of microbeam data. She found evidence that while both
articulators contribute to the lip closure, some suprasegmental
functions are related more closely to the mandible gesture than to
the lip proper gesture.

The tongue is the most important articulator in the sense that it
determines the largest portion of the vocal tract shape, with a
large number of degrees of freedom, resulting in direct acoustical
consequences. It is the most complex articulatory organ
anatomically, physiclogically, and physically. Its phonological
implications are also complex.

Since the introduction of x-ray techniques, the laterally viewed
midsagittal surface shape has predominated in the discussions of
vocal tract modeling. The cylinder model of the tongue for
speech synthesis [Coker 1968; Mermelstein 1973] appears to be the
most extensively used computational algorithm for deriving area
functions out of specifications of articulatory variables. I think it
is now clear, however, that we cannot capture some of the most
basic principles of articulatory control unless we consider the
three-dimensional nature of the articulatory structures more

directly.

Let me illustrate this argument with one example, just to
demonstrate the nature of the problem {Fujimura & Kakita 1979].
In articulating a high front vowel, say [i], the tongue as a whole is
pushed forward by the contraction of the posterior part of the
genioglossus muscle. At the same time, some other muscles,
including the contraction of the anterior part of the genioglossus,
which run vertically near the midsagittal plane only, are used to
form a fairly stiff surface shape with a significant groove along
the midsagittal line. The resultant tongue surface is bulged
upward on the sides. When the tongue is pushed upward and
forward keeping this local condition, the sides touch the hard
palate and support the tongue against a further upward forward
push, leaving the central groove that forms a long and narrow
open channel. The back of the tongue is forwarded considerably,
creating a wide cavity behind in the lower and middle pharyngeal
region. These conditions seem to be crucial for this vowel. The
contact on the sides and the relatively rigid surface shape makes
the articulation stable, without requiring excessive accuracy of the
muscle contractions for forming such a critical narrow passage.
This may be considered a viewpoint generalizing Stevens’ [1972]
concept of the quantal nature of speech production.

This study of the three-dimensional effects of muscular
contractions has been performed by the use of the finite-element
method of computational simulation [Kiritani et al. 1976; Kakita
et al. 1985), and the interpretation above was inferred from this
quantitative simulation work.

This tongue shape formation is inherently & three-dimensional
process. It cannot be understood by considering the midsagittal
configuration only, even though, after considering all these
factors, we may well be able to compute the three dimensional
shape, and thereby the area function of the vocal tract, accurately
enough, This computation could be carried out, once we
understand the mechanism, even from, say, positions of three
appropriately chosen sample flesh points of the tongue surface in
the midsagittal plane.

Interaction among different anatomical/physiological components
of the articulatory system is a particularly difficult issue to study
with limited available data. Intricate and often annoying effects
of coupling between physical correlates of different linguistic
variables have been observed. The segmental effects (of vowel
identity, consonantal voicing, etc.) on voice fundamental
frequency have been known for a long time (see Kohler [1986] for
some relevant discussion). The tongue-larynx interaction has been
discussed by Honda [1983], using careful electromyographic
evaluation of activities of many relevant muscles.

The hyoid bone is located in between the tongue body and the
larynx, conneted to both structures as well as the mandible via
muscles and a unique sliding tendon mechanism. An interesting
and powerful assumption, if it were true, were that this bone
behaved as an effective positional stabilizer via various sensory
mechanisms. A recent study by Westbury [personal
communication], however, demonstrates, using 8 cineradiographic
observation, that this assumption is not true. Rossi and Autessere
[1981] studied related issues concerning the intrinsic pitch of
vowels, and provided a realistic picture of the interaction between
laryngeal control and tongue gestures based on careful
observations.

1.3. Source Signal Generation
Much research has been devoted to and progress has been

achieved in understanding the mechanism of voice production.
Publications are available, in part in proceedings of the Voice
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Foundation Series of the Vocal Fold Physiology Conferences
[Stevens and Hirano 1981; Bless and Abbs 1983; Titze and Scherer
1983; Baer, Sasaki and Harris 1987; Fujimura to appear]. The
topics range from subcortical neural patterns (in animal
vocalization) to computational modeling of the vibration
mechanism. Notably, the anatomy, physiology and biophysics of
the vocal folds themselves are substantially better understood in
comparison to our knowledge, say, ten years ago, demonstrating
the benefit of international and interdisciplinary cooperation.

The mucous membrane, the “cover” in Hirano’s [1977)
terminology, moves relatively independently from the muscular
"body" of the folds, in the tangential direction in the speech
mode, showing wave propagation along its vertical surface.
Fleshpoints on its surface draw roughly elliptic trajectories. This
two-dimensional picture (within the coronal plane) of vibration is
not new in essense: Kirikae [1943] in his early study using a
stroboscopic technique and carbon particles placed on fleshpoints
of the muscosa observed clear wave propagation patterns from
above in a living subject’s larynx. Saito and his group at Keio
University recentlly studied the movement patterns of fleshpoints
in the cover and the body by special x-ray techniques applied to
excised larynges [Saito er al. 1981].

Van den Berg [1957] originally discussed his experimental results
about the interaction of the vocal folds with the airflow through
them, revealing the basic physical principle of their vibration.
Flanagan originated computational simulation of such a vibratory
process using a mass and a spring to represent the vocal fold in
interaction with the airflow [Flanagan & Landgraf 1968].
Ishizaka and Matsudaira [1968] theoretically demonstrated that
realistic vibratory conditions under vocal tract loading can be
explained only by adding another degree of freedom, and
proposed. a now classical two-mass model of the vocal fold
vibration mechanism. This minimally approximates the three-
dimensional structure by two pairs of mass and spring coupled
with each other and with airflow. Flanagan and Ishizaka [1976]
then produced a computational simulation of this model coupled
with the vocal tract, demonstrating significant segmental effects of
the vocal tract loading on the voice fundamental frequency.

Titze and Talkin [1979) approached this issue by using a more
detailed part-by-part approximation. Fujimura [1981a] discussed
the tension control mechanism based on the body-cover theory.

Kakita et al.[1981] contributed biomechanical measurements of
elastic properties of tissues. Titze and coworkers discussed
various aspects of the vocal fold vibration mechanism such as
energy exchange between the air and tissues [Titze 1985] and
contributions of extralaryngeal factors to the voice fundamental
frequency [Titze & Durham 1987). Conrad {1987) proposed a
functional interpretation of the fold vibration based on negative
resistance as the key concept. Stevens [1974, 1975, to appear]
also used circuit analogy and discussed large-amplitude as well as
small-amplitude oscillatory characteristics. Rothenberg [1981] has
contributed further insights into the interaction between the
vibration and acoustic loading.

Fant [1983a} bas been studying functional models of the source
(volume flow) waveform in voicing using a unique system of

parametric specifications, capturing important characteristics of
the voice quality.

Experimental and computational studies of the vortices just above
the glottis also are interesting from many points of view. It is a
difficult area of experimental studies because of the small
dimensions  involved.  Unfortunately, scaled-up physical

experiments do not provide us with straightforwardly interpretable
results,

With respect to the turbulent noise generation for fricatives,
reader are referred to recent PhD dissertations by Shadle[1985]
and Thomas[1985).

2. Physiological and Psychological Studies
2.1. Principles of Coordination and Control

One basic question in speech production research is what principle
prescribes the time course of utterance, or the temporal pattern of
motor commands for it, given the informational content of the
message to be carried by it. The tacit assumption always has been
that speech is a common daily activity for human life, and an
uttererance must be economical in some sense [Lindblom 1983;
Kent 1983]. Nelson[1983] faced this issue straightforwardly, and
proposed a control-theoretical account. Based on this principle,
combined with the concept of the quantal nature of speech
production [Stevens 1972), Perkell and Nelson [1982] discussed
some related stability issues of vowel articulation using microbeam
data.

Among many topics concerning coordination of different organs in
articulatory gestures, the concept of motor equivalence [Hughes &
Abbs 1976; Abbs 1979] poses an interesting question with respect
to high level planning and control in speech production [Abbs &
Gracco 1982, 1983]. For example, a bilabial stop consonant
inherently requires that the lips be closed, as its positional target
gesture. For this condition to be (nearly) achieved, in terms of
motor control, various patterns of activities of multiple muscles
could be used. If for example the lip constriction gesture and the
mandible raising gesture can be mixed in different proportions for
the same goal, say lip closure, the proportional contributions cf
different articulators may vary from occasion to occasion. The
question is what factors determine the variation and how we can
describe the regularity involved.

Abbs and Gracco [to appear] report that in a repetition of a word
’sapple’, the excursions of the upper and lower lips (measured at
their vermilion borders) and of the mandible, for the vowel to
consonant movement in the first syllable, are individually more
variable than the resultant distance between the fleshpoints of the
lips, over repeated utterances for each subject. They argue that
such relative invariance of physical quantities that are directly
related to the acoustic and perceptual consequences suggests that
there is a strong role played by high level motor planning and
adaptive (real time) control that combine the uses of different
organs to achieve the given target gesture. According to them,
the temporal coordination of a series of such target events also is
fixed and is controlled at a level higher than for the movements of
individual organs.

This is an appealing hypothesis. There are different feedback
paths available for speech production, and they are often crucial
for understanding aspects of normal speech. Unless we
understand the way abstract planning and control are related to
signal level phenomena, we may not be able to interpret the
meaning of observed signals at an intermediate level, such as
mandible movement as opposed to gestures inherently related to
the control of lips proper. We may then ask which level of
observation in the hicrarchy of speech production control is most
directly relevant to the description of the phonetic process.
Random variation must exist, but identifying its existence is
hardly sufficient, particularly when an independent mechanism
such as saturation due to the direct contact of lips with each other
contributes to statistical reduction of variability of the measured
dimension. Macchi’s work [ibid.], on the other hand, does
suggest that variabilities of different component organs do reflect
specific shares of different linguistic functions.
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Several investigators recently proposed hypothetical principles for
speech production coordination. Particularly at issue is how the
temporal organization is designed, and what quantities remain
invariant, given a phonetic identity of the speech material,
resisting various causes of variation of the signals (see Perkell &
Klatt [1986] for a collection of relevant discussions). Since the
pioneering work by Lindblom [1964] and Ghman [1967], the basic
concept of temporal organization for most investigators remained
a concatenated series of positional target gestures representing
phonemic segments, supplemented by a smoothiing process called
coarticulation. In addition to this basic point of view,
Kozhevnikov and Chistovic [1965] introduced a sequential
planning model based on a statistical analysis of motor execution
variation, and proposed a CV-type syllabic organizational unit.
Henke[1966)’s look ahead model generalized the notion of
coarticulation to include anticipation. In this connection, recently,
Sternberg and his coworkers [1978, 1980] contributed a rather
intriguing discovery about how the motor program for what
appears to represent a stress group or a foot in English is formed
prior to the utterance.

Kelso and his coworkers [1986] hypothesized a general speech
production principle in accordance with a popular theory of
neuromechanical control of biological systems [Haken 1977]. The
basic idea is to assume simple oscillation as an underlying
mechanism of speech production, and seek invariance in the phase
relations among the underlying oscillatory movements of different
articulators which form a task-oriented coordinative structure.
They have conducted sets of experiments measuring relative
contributions of lip-mandible gestures to bilabial closures. They
go farther and argue that their result suggests some support of the
consonant-vowel configuration as the basic phonological unit.
(for my criticism and authors’ reply, see [Fujimura 1986b; Kelso
et al. 1986a}.

When we consider apparent variance and invariance of specially
designed and somewhat artificial (repetitive or purturbed) tasks,
we need to be careful in interpreting data in different
experimental situations. Different feedback paths may be used in
different mixtures depending on the particular task and situation.
Eliminating crucial dependence on one mechanism in one
experimental situation does not lead us to conclude the lack of
the use of that mechanism in other situations even for the same
phonetic gesture. For example, repetitive utterance materials may
introduce apparent characterization of movement control which
may not properly belong to the nature of speech in general.

On the other hand, it is highly desirable, from a data-
interpretation point of view, to design systematically controlled
speech material, even at some cost of undetermined influence of
the artificial contexts, A word paradigm, for example, comparing
different vowel contexts for the same consonant in the same
phonological environment, is never perfectly uniform with respect
to, say, word familiarity, even if all words are natural existing
words. I think we need to use both situations in such a case:
patural linguistic materials in which items are not completely
comparable, and systematically distributed artificial paradigms

which must resort to some “phonetic performance” even by

nonphoneticians, for the purpose of mutual calibration.
2.2. Neural Control of the Larynx and Sensory Mechanisms

Direct electrical access to higher level neural activities is not
achievable in normal circumstances, at present, in spite of some
promising new technologies such as highly sensitive magnetic field
measurements. As for control of vocalization, however, animal

experiments have made solid progress in our understanding about -

neural paths and control functions, for example relating activities

at the brain stem level to laryngeal and other control in the
monkey [Zealear 1987). Sensory characteristics also have been
studied by direct access to the afferent nerves. Davis and Nail {to
appear] report on activities of both tonic and silent myelinated
fibers of the internal laryngeal nerve of the cat, in response to
carefully servo-controlied mechanical stimuli as well as chemical
stimuli.

2.3, Observations in Pathologies and Speech Errors

One informative approach toward inaccessible human processes is
to observe different types of pathological cases and compare them
with normal cases. This is a rich and rewarding field, and in
connection with the new research center with the microbeam
facility at the University of Wisconsin, we expect substantial
progress. For example, using the microbeam system at the
University of Tokyo, Hirose and Kiritani [1985] obtained
revealing data in cases of ataxia.

Another large area of study is speech errors. Recent studies take
note of the fact that phoneme or feature value confusions between
segments do not occur indiscriminately with respect to their role in
syllable or word composition, and provide new framework for the
description of the cognitive phenomena responsible for
phonological performance [Kupin 1979; MacNeilage 1985]. Along
the same line, developmental observations of child language and
speech contain unique and valuable data.

3. Instrumental Methods

Algorithms of speech signal processing have become commonly
available and several commercial systems exist for routine
interactive studies of speech (acoustic) signals, using personal
computers and workstations extensively. Major research groups
often have more specialized advanced systems for efficient
measurements of massive data, At the same time, large amounts
of systematically collected speech materials are becoming
available, with a large-scale effort invested into phonetic as well
as some partial syntactic transcriptions of large databases such as
the Brown Corpus [Frances & Kucera 1982] and the TI speech
data base [Fisher et al. 1986).

3.1. Mechanical Measurements

The use of servomechanical adjustment of output impedance under
flexible computer control for positional measurements of either
flesh points or peripheral structures of articulatory organs
provides us with a very powerful means for studying motor
control mechapisms in speech [Muller et al. 1977). For
understanding the overall feedback functions under well-controlled
mechanical conditions, such advanced techniques provide us with
new possibilities of, for example, perturbation experiments,
extending earlier explorations using the bite block conditions (see
for example, Lindblom et al. [1979)).

Light-weight mechanical devices have been used by some
investigators for obtaining the articulatory degreee of nasalization
[Horiguchi & Bell-Berti 1584)].

3.2. Ultrasonic Measurements

Surface contour information about organs that are not externally
accessible can be obtaineq using ultrasonic techniques, which have -
seen good progress for clinical purposes. Ultrasonic pulse echo as
well as penetration/nonpentration information (using the reflection
of beams at the tissue-air boundary) gives us relatively good
quality two-dimensional observations for some organs such as the
tongue and the larynx, without causing any hazard such as
jonization in the subject’s body. Some investigators advocate the
usefulness of ultrasonic measurements for detecting muscle
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contraction patterns as well as the surface shape of the tongue
[Sonies et al. 1981]). As a novel application, Kaneko er al. [1981]
observed minute vibration of the vo.al fold surface in response to
external excitation.

The main limitation, in my opinion, of the ultrasonic technique
applied to tongue observations lies in the mechanical loading
effects on the outside skin. Ultrasonic signals are easily reflected
at a boundary between a solid object or liquid and the air, and
this necessitates a direct contact of the solid transducer surface
onto either the skin itself or some liquid-like material as a
transmission medium. This is particularly problematic for
measuring movements, because of the inertia of such a medium,
while it is circumventable for a carefully designed static
measurement. The under surface below the floor of the tongue is
quite soft, but it easily transmits force through the tongue, causing
unknown dynamic deformation. With careful application,
particularly in combination with other methods like x-ray
microbeam for calibration, there is a good possibility of extensive
use, however, since it can give different information related to
the continuous surface contour as opposed to flesh-point sample
positions of the tongue.

3.3. Optical Measurements

The use of a special fiberscope for laryngeal observations during
speech utterances brought us new opportunities to understand the
laryngeal gestures under phonetic control [Sawashima & Hirose
1968; Sawashima 1976). Recently, in addition to the film and
video recording methods in use in the past, a new technique of
using a two-dimensional array structure of light-sensitive
semiconductor elements (image sensors) has become feasible for
high speed recording at a few thousands frames per second
[Honda et al. 1985; Kiritani et al. to appear]. This makes it
possible to digitally record glottal images without resorting to
stroboscopic methods, which by definition is not very useful for
studying any aperiodic characteristics of the vocal fold vibration.

3.4. General X-Ray Techniques

X-rays used to be the only source of information about dynamic
tongue gestures, apart from the qualitative information obtained
through visual inspection from the outside and subjective tactile
and proprioceptive sensations. Because of the hazardous
jonization effects in the body, however, the film method using
fluoroscopic cineradiography (or other variants) is not generally
recommended for extensive data collection of articulatory
gestures. It also requires excessive analysis effort frame by
frame. The video recording technique is probably significantly
better but the situation is not qualitatively different. The basic
problem stems from the flood exposure covering the entire image
field. It should be mentioned, however, that careful and thorough
examinations of limited amounts of film records in earlier years
provided us with invaluable understanding of the physics and
physiology of articulation [Chiba & Kajiyama 1941; Houde 1967;
Perkell 1969; Wood 1979]. Some information with respect to the
configuration in the lower pharyngeal regions, for example in
rela.tion to pharyngealization in Arabic languages, is also
indispensable, at present, even though the available data are
extremely limited. El Halees [personal communication] for this
purpose used the recently developed xeroradiographic method
prc‘:dum.ng x-ray pictures of detailed structures with otherwis;
unimaginable clarity, but the extremely high dosage makes this
method hardly applicable to more systematic studies. Rossi &

Autes.serre [1981] also applied this technique effectively for
studying the functions of the hyoid bone,

'_I'hc compu'ted tomography (Kiritani et al. 1977) also provides
mva%uablc information at the cost of a very high dose. It is
possible, however, to reduce the required dose substantially, by
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readjusting the source intensity to barely sufficient amounts for
distinguishing air from tissues, rather than using the normal
conditions set optimally to differentiate tissue compositions.
Another serious limitation of this method for speech research
purposes is that the measurement time is inevitably very long,
making even stationary vowel gestures somewhat difficult. In this
respect, the nuclear magnetic resonance method has the same
limitation.

3.5. X-Ray Microbeam System

Unlike the conventional film method, where flood x-rays emerge
in a wide solid angle uniformly from a small x-ray generating spot
on the target, the x-ray microbeam system uses a deflectable
pencil beam of x-rays which is adaptively controlled by a digital
computer. I invented the x-ray microbeam method out of the
need to study dynamic articulatory gestures with the very
minimum use of radiation and for practical feasibility of analysing
extensive data. The first generation, a pilot system for testing the
method, was implemented in 1968 at the University of Tokyo,
with a 50-kV acceleration and a PDP-9 computer for control
[Fujimura, Kiritani & Ishida 1973] (supported in part by NIH,
USA). A second-generation device was implemented in 1973,
with a 150-kV acceleration and a 2-mA electron beam current
[Kiritani et al. 1975](Japnese governmental grant). This system
was used for many data collection experiments, mainly by the
University of Tokyo group, myself, and the speech physiology
group at Haskins Laboratories in cooperation with the University
of Tokyo group.

The third generation has been implemented at the University of
Wisconsin, Madison, as the central research tool for a nationally
shared speech research facility with research grants given by NIH
(PI's: Abbs, Thompson and Fujimura, see Nadler et al. [1987]).
This new system is designed for a 600-kV/5-mA operation, and is
now being operated at 450-kV/5mA.

The reason for the high voltage is primarily twofold: (1) the
geometrical design for distortionless image field requires a newly
introduced transmission-type x-ray generator, and (2) to be able to
cope with extraneous metal objects in the mouth, such as dental
fillings, so that the experimenters are not excessively constrained
about the choice of subjects in a wide range of experiments
including studies of pathologies. In addition, (3) the energy
absorbed by the body (i. e. ionization effects) is considerably less

for the same detected energy, due to the better penetration of high
energy photons. '

The system is equipped with provisions for simultaneous acoustic
and electromyographic data acquisition, and extensive uses by
external groups are being scheduled under the coordination of a
Users’ Committee (K. S. Harris, chair).

A number of metal pellets (gold sphere or cylinder, one to three

mm in cross dimension) are placed on the tongue and other
articulators, and a few reference pellets are similarly placed on
fixed points on the head (for head movement calibration and
compensation).  Pellets are searched by the microbeam
autc}rpatically one by one time-sequentially, based on the past
positions and according to prescribed prediction and search
algc‘yr'lthms. In the new system, the exposure time for each
position (pixel) is 2.5 to 10 microseconds, being adaptively
chosen, so there will be no excessive radiation after securing a
sufﬁcient amount of photon detection. The effective frame-rate
varies from pellet to pellet according to the experimenter’s
specification, and the microbeam is stopped by overdeflection for
any’ n}oment it is not necessary for pellet identification. The
radiation doses in realistic situations using the microbeam scheme
are extremely small in comparison with any other x-ray methods.

P16.2.5

In addition to obvious reasons for dose reduction due to selective
exposures in space and in time, there are more subtle and still
important reasons. Because of the use of the thin beam, the scatter
photons are created only along the narrow beam, as opposed to
the flood x-ray situation where they are created all over the
volume of the exposed object, contributing to the summed-over
noise registration. This results in a significantly better signal to
noise ratio, and for this reason, the equivalent image quality is
substantially superior. This, combined with the inherently high
detector sensitivity, means that for a given task, even the local x-
ray intensity at the point of exposure can be made considerably
smaller than in a comparable situation (pellet position
identification) using film methods.

The actual accumulative dosage in a few data acquisition sessions
has been empirically evaluated using the Tokyo system.
Dosimetry film and TLD mosaic have been placed on both the
entry side and the exit side of the head to reveal accurate spatial
distributions of accumulative dose within the image field, for two
sessions each containing approximately 10-minute worth net total
exposure. The total dose for such a typical session would be less
than the accumulative cosmic ray exposure for the person under
normal circumstances. The peak dose rate (averaged over a very
small volume along the direction of photons) is really what we
should pay attention to in planning experiments, taking a
conservative attitude. It was found to be about 10 mR at
maximum within the image field for each 1-minute worth net
exposure. This means that if we take the local peak dosage as an
index for conservative precaution, an hour long net or continuous
data acquisition would amount to a peak dose roughly comparable
to one dental bitewing shot.

3.6. Magnetic Methods

While the radiation hazards are minimized by the use of the
microbeam, it would be nice if we could perform comparable
tasks without using ionizing photons at all. Sonoda’s early
attempt used a small permanent magnet attached on the tongue,
its position being determined by externally located field detection
coils [Sonoda & Kiritani 1976]. This system has the basic
limitation of not being capable of tracking more than one sample
point simultancously. The use of an externally created ac field
picked up by a small detector coil in the mouth circumvents this
constraint [Oka 1980; Schoenle ef al. 1983). Each detector is 8 4 x
4 x 2.5-mm. coil wrapped around a ferrite core with a pair of thin
wires for external connections, and it is glued on the tongue
surface as in the case of the microbeam pellets. Perkell and
Cohen [personal communication] recently succeeded in tracking
one "pellet” on the tongue yiclding an extensive set of data. A
practical system using a large number of "pellets” simultaneously
remains to be developed in order to replace the x-ray microbeam
for general purposes of articulatory studies. The crucial
dependence’ on the attached wires leading to the outside
measurement system does constitute a limitation. Also, the metal
pellets for the microbeam system can be substantially smaller.
The magnetic method does have a distinct advantage, however, in
not being constrained by metal objects in the mouth such as dental
fillings and caps, in addition to the nonuse of jonizing rays.

3.7. Electrical Methods

3.7.1. Palatography .
Computerized palatography, in my opinion, is a very useful device
for both research and tutorial/clinical purposes. It makes the
traditional palatography applicable to moving gestures, and at the
same time, the data are now recorded in computer files directly.
The idea of using multiple electrodes embedded on an artificial
palate, to my knowledge was first tried in Stevens’ group at MIT
by Rome [1964], who represented the time course pattern using
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the spectrographic display scheme. This dynamic palatography
was then computerized using oscillographic displays [Fujii et al.
1971]. We studied characteristics of Japanese apical consonants
[Fujimura er al. 1973a] and Miyawaki [1972] studied their
palatalization wusing this method. Eek [1973] also applied
computerized dynamic palatography to studies of Estonian
palatalized consonants, revealing an intriguing difference in the
temporal characteristics of phonetic implementations among
languages.

Schemes using the same basic principle, called electropalatography
or dynamic palatometry, are in use by several groups for phonetic
rescarch [Hardcastle 1972, 1974, 1984; Fletcher er al. 1975;
Sawashima & Kiritani 1985], and for clinical applications [Shibata
et al. 1979]. The device is now commercially available with new
features, particularly with the provision for using ready-made
palates as opposed to the palate specially made for the individual.

3.7.2. Glottography

Electroglottography [Fant et al. 1966; Smith 1981; Childers ez al.
1984] and laryngography [Fourcin and Abberton 1977) have been
used extensively for phonetic studies of vocal fold vibration
patterns. While it is only an indirect indication of the condition
of the vocal fold contact, its fast response and the lack of invasive
elements makes it practically useful for many situations where
other more direct methods of observation are not applicable.

3.7.3. Electromyography

Measurements of the muscle activities are at present the best we
can do for directly observing physiological patterns above the
physical levels in speech behavior. The use of hook-wire
electrodes prevails in electromyographic studies [Hirano & Ohala
1968]. The interpretation of the signals representing contributions
from the complex of the muscle fibers under unidentified physical
conditions is difficult for rigorous quantitative discussions (see for
a careful and elaborate method of single motor ‘unit
decomposition, Deluca [1975]). With appropriate care, EMG is
the most powerful means for assessing speech control principles
via direct measurements (see Fujimura [1979] for a review of its
applications in studies .of laryngeal control gestures).
Combinations with other methods of physical observations are
often desirable, and the new research facility at the University of
Wisconsin aims at simultancous digital data recording with 'the
microbeam pellet position measurement.

4. Temporal Organization and Linguistic Structure

The general aim in this area of study is to separate physical
constraints from linguistically motivated control. My own
approach around 1960, working in Halle and Stevens’ group at
MIT, was to observe the articulatory dynamics as much as
possible, through high-speed motion picture recording and analysis
of the lip movement [Fujimura 1961].  Ohman [1967) in the same
line of effort, working with Lindblom [1968] at MIT and then
KTH (RIT, Sweden), analysed x-ray data of tengue movement as
well as acoustic data, and proposed a quantitative model
formalizing a now standard concept of coarticulation. At the
same time, Ohman proposed the perturbation theory of
consonantal articulation, introducing an important conceptual
deviation from the classical notion of speech as a single chain of
segmental units. He tried to quantify the inherently
multidimensional nature of speech, by a method which later would
have been called a projection principle.

4.1. Segment Concatenation and Coarticulation

“ Coarticulation in the Lindblom and Ohman’s sense is basically the
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process of parameter smoothing in the physical realization of a
string of phonetic segments [Stevens 1983]. If we take the
phoneme to be the scgmental unit, however, and expect an
observable speech signal or its conventional parametric
representation (as in' speech synthesis experiments) to be
constructed by concatenating segmental target values into a string,
it does not capture some important characteristics of natural
speech, The concept of coarticulation as a smoothing filter for
any parameter, such as formant frequency, quite possibly with
some notable asynchrony allowed, can be generalized to include
the more traditional and qualitative linguistic notion of
assimilation, or what we might call soft coarticulation [Fujimura
& Lovins 1978]. This makes the string concatenation model more
tenable, but at the same time it makes it more difficult to assess
its validity; and still, it is difficult to explain observed ad hoc
variation of phonemes in different environments [ibid].

An. ‘appropriate model of concatenation and smoothing, in my
opinion, can be obtained only if we describe the production
system using a temporal pattern comprising multiple dimensions,
cach of which is related to a physiologically controllable variable.
The mapping relation between such a set of control variables into
tlfc conentional speech signal parameters such as formants and
pitch is likely quite complex, involving nonmonotonicity and
hysteresis. Also, the control program itself is under the influence
of fe?dback and anticipation. We need to know what these
mapping characteristics are, or at least what qualitative constraints
they have, before we can determine what the effective variables
are for successfully relating abstract linguistic units to physical
Phcnomena. It is a horrendous task to pursue, but recent progress
in technology, particularly in computational methods, bas made us
feel that some progress is in sight (see for examples of research
efforts along this direction, Coker [1968); Browman & Goldstein
[1985]).. It would not be possible at all, however, if we had to
rel'y e.mu-gly on the inductive approach. Since the superpositional
principle is not expected to work over the independent variables
unless we find an effective transformation, resorting to statistical
approaches blindly does not look very promising. Fortunately
recent progress in phonological theory as referred to later give;
us good !nsight into this issue, and of course, in t\m; any
dlscovmr in the facts of speech will contribute substantiallly ;o the
formulation of a successful theory of phonology.

In this connection, from an engineering point of view i

the optimal choice of a phonetic unit af ll;ng as we ren.:alinb;:):;:
segt.nent concatenation method, is the demisyllable or something
equivalent [Fujimura 1976; Fujimura et al. 1977a; Browman 1980:
Macchi }980]. The demisyllable was also successfully adopted ix;
automatic speech recognition [Rosenberg et al. 1983]. The basic
reason for the efficacy of demisyllables is that the predominant
types of context sensitivity of phonemes, i, e. many sorts and
dcgrefs of allophonic variation, some nopelessly ad hoc,. are
effectively contained within the domain of the demisyllable; art
from the prosodic effects (see infra). P

Al':othet apparently similar technique is to use ph i

[va;nscn 1961; Dixon 1968; Oli:le 1980] as thle) '?s':eg::n‘:ﬁbzl::i:
for speech_ syn.thesis. Being based on the phonemic theory, this
.approach is originally independent from the demisyllabic one. but
in practice Poth techniques in speech synthesis have 'been
converging using about the same number of units stored ‘in the

inventory, Olive’s diphone approach h iti
as yeu as elaboration in detailif. " maay additional features

4.2. Phonology and Phonetics - Intonation and Other Topics

One important recent develop.
bears strong implication
organization of speech is

ment in the theory of phonology that
S on understanding the temporal
the trend toward integrating phonetic
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observations with the very core of the theoretical discussion. This
new trend is most strongly secen in the description of
intonation/accent pattérns, but it can now be found in the entire
domain of (nonlinear) phonology, influencing the basic structure
of phonological representation from the lexical level down.
Articulatory data, collected systematically with careful speech
material designs guided by the basic theoretical interest of

Iipguistic structures may soon constitute unique objects of such
discussions.

The spirit of nonlinear phonology at least in the case of so-called
suprasegmental description is nothing new (see e. g. Hattori
1961]), and there has been a relatively long tradition of
descriptive work on intonation in Europe involving different
experimental methods (see for more recent examples, Vaissiere
{1977]; Nishinuma & Rossi {1981]; G:'arding [1983]); Thorsen
[1984]; for discussion of interacting factors see Nooteboom &
Terlsen [1982]; see also Eek (ed.) [1978] for reports on various
studies on different languages). For its theoretical impact in
general and formal phonology, we had to wait for the most recent
progress using advanced computational environments. Some of
the full-scale experimental effortss on sentential intonation by
those familiar with linguistic theoretical issues was triggered by
astute observations by speech rescarchers with engincering
backgr9unds (see e. g. [Maeda 1976]). After Liberman [1975]'s
th‘eorctxcal lead (see also Liberman & Prince {1977)),
Pierrchumbert’s  disscrtation  [1980]  established a new

exx:;:rimentaVcomputational methodology of phonological/phonetic
studies.

Traditic')nally, according to the explicit formulation due to
gcner‘am{e phonology [Chomsky & Halle 1968}, phonological rules
constituting a precise body of formal specifications dealing with
discrete symbols (specifically binary-valued distinctive features)
prqdueed an input to the process of phorietic implementation,
which hfmdled numerical or continuously valued variables
reprcsegtmg physical correlates of those features. The objects of
the. entire phonological manipulation were the feature matrices
which separated phonemic segments as "simultaneous bundles':
[Jakobson er al. 1951) represented by its columns. At the output
level of . phonology, the so-called systematic  phonetic
Tepresentation used numerical specifications of feature values, as a
buffer representation between the symbolic and num;,rical
comp.uurtxon.s. I do not believe that such an independent level of
dcscnptl‘o'n is tcnab.Ie {Fujimura 1970; Keating 1985)). It is now
:n empirical .questxo.n if the separation of numerical processing
rom symbolic manipulation as subcomponents of a body of
ordered rules or processes can be maintained (see Ladd [1986) for
relevant observations), It s conceivable that the two distinct

subsets of rules are not se
u f parate in terms of i
different in their formal properties. rule ordeting but

T‘he‘ concept of simultaneous
distinctive opposition is.
representation at the most

bundles is abstract, just as that of
The current argument is that the

r at abstract (lexical) level has to be
inherently mutidimensional, different features covering different

gzzset;act) s(:emporal.domains, and dimensional structures must
eommunicat‘i?- l;rtu:ulatory functions  [Clements, personal
melody-skelet::: a:sliecialtigos: ' s:egrii]t py C:jnefgins it
: 0 provide a good bridge
tb;:;e::m;\:;afm;x:f:iz:l:;l: :;tict:latory xlx:ovemcnt :atterns agd
. e one han

pho.nol?gxcal representation necessitated out odf‘ d’i:tgib‘:teio::;t:‘;c;
detxvauo.nal_ obscrvations on the other [McCarthy personal
zpn:;n;::::i:on; Fu;imura.198§c]. At the same time, phonzlogical
vepres abstr:::l maydspec:lfy linguistically significant oppositional
by Soeman syu a: sparscl.y,_as opposed to completely segment
o . ch a descriptive system like those based on a
g€ convention [Chomsky & Halle 1968; Kean 1975], for
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example, may make good sense particularly if it is assisted by the
syllabic framework and conventions involving resyllabification, for
example a scheme proposed by Borowsky [1986].

A point of dispute, given this relaxation of the one-dimensionality
(i. e. concatenative linearity) or the "simultaneous bundle"”
constraint, and the introduction of any rather specific but complex
structural framework, is whether the abstract feature specifications
should be given unit by unit completely, or rather specifications
are inherently nonsegmental in the sense that they (whether
quasi-static values or dynamic patterns as the “target”
configurations) are sparsely specified in the multidimensional
space down to the level where numerical implementation rules
operate. In the latter case, the realization rules would compute
the entire time course of each dimensional variable to specify the
temporal course of physical signals for a large phrasal unit.
Pierrehumbert (see infra) clearly takes the latter view, whereas
Inkelas and her coworkers [1987] maintain the former view
discussing African tone/intonation phenomena.

A point of future study related to this topic is the nature of
phrasing in speech utterance. A three-level framework of
phrasing hierarchy has been proposed by Pierrehumbert and
Beckman [in press] (also Beckman and Pierrehumbert [1986]) in
their studies of.Japanese and English. In Japanese, within the
minor (accent) phrase, any but the first lexically specified accent
marks lose their realization, according to traditional accounts (see
for rule formulation, McCawley [1968]; Haraguchi [1975]). This
is usually interpreted as an erasure of such marks. Recently, a
concept of catathesis was proposed by Poser [1984] (in conjunction
with Pierrehumbert’s descriptive framework) relating pitch contour
realizations in contiguous phrases. This process, unlike the so-
called pitch declination, is conditioned crucially by the existence
of accent in the preceding phrase. When we handle a larger
phrasal unit, according to the catathesis theory, a qualitatively
similar phenomenon takes place, but the effect is not to eliminate
the mark nor ignore it, but to reduce its manifestation for the
subsequent phrases, if and only if there is a preceding accent (in
the preceding minor phrase). This raises the following question:
Is the accent deletion really a symbolic phonological operation, or
is it only a relatively strong degree of reduction? Further, it
could be questioned if the distinction between the smaller and
larger phrasal units are something of a categorical nature, as
expected from the syntactic motivation of the phrasal structures,
or is it to be captured (roughly speaking at the phonetic level) as
continuously varying boundary effects? That a complex set of
discourse factors influence the boundary effects in numerical
manners may favor the latter point of view, and as far as I know,
there is no evidence contrary to this.

Another set of observations being discussed in terms of the
relation between phonology and phonetics concerns the
neutralization of phonemic distinctions in certain phonological
environments. Dinnsen and Charles-Luce {1984] studying final
obstruents in Catalan challenged the separation of phonology and
phonetics, claiming that the phonological rule devoicing obstruents
must apply after the phonetic implementation rule that accounts
for speaker-dependent final devoicing. Similarly, the final
consonantal tense/lax or voiced/voiceless opposition in German has
been studied by several investigators, both in production and
perception [Fourakis & Iverson 1984; Port & O'Dell 1985]. The
concept of neutralization was revisited by Fourakis [1984].

Keating [1985] discussed the same difficulty in her study of vowel
duration and voice onset timing patterns and has proposed a
modification of the theoretical framework, allowing the grammar
of a language to control "all aspects of phonetic form". This view
may seem necessary to explain what is observed using the
traditional framework of phonetic description. The question

crucial to the theory of phonology is, however, not just what is
sufficient for the description of the observed patterns, but how we
can transform observable signal characteristics to units and
structures that are effective for phonological representation. If we
do not pursue an answer to this linguistic question, we will simply
have to yield to the more complex data as we become capable of
the more sophisticated measurements.

What is important here, however, is the fact that the fundamental
concepts of phonological representation are being challenged, as
the result of accurate enough quantitative observations of actual
physical signals, together with the technical capability of
comparing exactly realized complex mathematical schemes by
computation. The conceptual process of speech synthesis by rule
is a concrete technical experience in our present-day research
environment, and it has emerged, in part, as the result of an
engineering interest in a machine that relates lexical
representations (often given in orthographic text) to speech
signals.

4.3. Articulatory Aspects of Prosodic Control

Traditionally, prosodic effects on speech characteristics have been
discussed in connection with their manifestation in voice pitch
modulation and temporal patterning of segmental units. Thus, the
segmental units (phonemes in most discussions) displayed their
inherent physical correlates when they were concatenated into a
temporal string, with the coarticulation or smoothing with the
resultant reduction or undershooting as the only modification,
while pitch and durational modulation were superimposed onto
this representation of the speech signal. Some minor (presumably
universal) interactions of laryngeal control with articulatory
characteristics have also been considered. This picture is typically
represented in the tradition of speech synthesis by rule [Liberman
et al. 1959; Holmes et al. 1964].

Recent studies clearly show that this classical view only reflects a
lack of precise enough data, or at best, careful avoidance by the
phoneticians of the intruding complexity of "nonessential” factors
in the phonetic description. Every phonetician has known that
saihples of vowels could not be collected from different contexts,
segmental, suprasegmental, or extralinguistic, for physical
measurements to yield valid comparison of contrasting phonemes.
Even a narrow - phonetic transcription cannot be performed
mechanically, because supposedly identical phonetic segments of a
language would vary from one condition to another. The
engineering interest in designing a machine to identify words for
practical purposes has compelled us to confront this outstanding
problem (for some relevant discussions, see Fujimura [1984]; M.
Ohala [1983]).

4.3.1. Focus and Phrasing

Contrastive emphasis placed on a particular word in a sentence
utterance introduces remarkable: effects not only in the pitch
contour and segmental durations, but also in the articulatory
movement patterns including what appears to be the target
position. Fig. 2 illustrates an example of the vertical movement
of a metal pellet placed on the blade of the tongue, tracked by the
x-ray microbeam system at the University of Tokyo. The subject
was a phoneticaly trained female speaker of a dialect (Georgia) of
American English.

The two utterances demonstrate the effects of different placements
of focus (contrastive emphasis). It can be readily seen that the
affected words are uttered with radically different gestures. The
syllable nucleus of the word "six" (see the single arrow) shows
more than three times as deep a valley in utterance (a),
accompanied by a considerably extended time interval between the
downward and upward (transitional) ~movements. The
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Fig. 2: Tongue blade movement (vertical position) as recorded by
x-ray microbeam tracking. ‘It’s six five seven America Street’
spoken by a female American speaker, with focus placed on (a)
‘six’ and (b) ‘America’.

consonantal gestures on both sides of the valley also show some
differences between the two versions. The portions of the
utterances representing the word ‘America’ (see the bracket), on
the other hand, demonstrates an even more dramatic difference in
gesture. There, the observed tongue blade height patterns share
almost nothing between the two versions. Finding correspondence
between the two curves as shown by-the transcription in the
figure, is difficult without resorting to an examination of other
pellet positions (and the acoustic signal), in spite of the fact that
the two front vowels as well as the /r/ all presumably involve
some inherent tongue blade gestures.

In this experiment, a few utterances were recorded for each of the
four conditions placing emphasis on different focusable words.
‘The patterns were observed to be qualitatively very consistent
among different utterances for the same emphasis condition, but
the gestures for emphasized words tended to vary considerably in
terms of the extent of the excursion and temporal expansion.

A somewhat similar modulation with less change in the depth of
nucleus valleys was observed when distinct phrasing patterns were
used for the same word sequence in arithmetic formulae such as

(5 + 5) x 5 (yielding 50) vs. 5 + (5 x 5) (yielding 30).

4.3.2. Iceberg Patterns

In the course of studying temporal organizations of articulatory

movement patterns, we realize it is rather difficult to define
reliable land marks which we can rely on in comparing utterances
of the same phonetic segmental material under different
environments. The familiar notion of a segmental boundary (for
representative examples see Lehiste [1970); Umeda [1975])
displayed as acoustic events such as voice onset, consonantal
implosion and explosion, do not find corresponding discontinuities
in the articulatory time course. This is particularly true,
presumably, because we use selected flesh points on the
articulators such as the tongue blade, which, depending on the
context as well as the particular phoneme, may or may not
represent the point of articulation. For a precise timing definition
of an event that is crucial in terms of the acoustic consequences,
we will have to refer to a three-dimensional measurement covering
a wide spatial domain, as seen in dynamic palatographic studies.

In my opinion, however, the apparent difficulty reflects a deeper
issue. The dynamics of articulatory structures is inherrently
continuous, involving a set of finite quantities like force and mass.
Even when the velocity of a particular part of the organ changes
abruptly, for example by collision with a heavy hard structure
such as the palate, the central part of the organ keeps moving
rather smoothly. ‘Apart from the possible indirect reaction
through neural feedback, what determines the time course of the
entire system reflecting the neural commands is the physically
central rather than peripheral part of the structure.

Also, for the purpose of quantitative analyses, a smoothly
changing variable is mathematically more tractable than
discontinuous functions, because smooth functions can be handled
at least locally by a linear approximation. This means that within
a selected range of change, the system can be treated as a
superpositional system, where different factors can be easily
separated out by controlling contributing factors one by one. In a
formidably complex process such as speech production, this is
perhaps the only practical initial approach, until we have some
comprehensive view of the entire system with respect to
interrelations among specific parts of the system.

One more reason favoring recording smoothly changing variables
is that our measurements are always noisy. A discontinuous time
derivative used as the means for evaluating the crucial event is
inberently susceptible to errors due to small noise in position
measurement. Especially if the purpose is to determine timing
values of cricial events, continuously moving parts of the time
functions provide the most accurate evalvation of timing, in
comparison with, for example, an evaluation of the time when a
movement starts from the standstill condition. If we define an
event of invariably fast movement of a sample point fixed to the
structure, say a pellet, crossing across a prespecified position, say
height threshold, then the accuracy using positional measurement
is very high with respect to the time evaluation. In order to make
phonetically meaningful measurements, however, we have to find
a crucial condition, say a specific value of height for the selected
flesh point that makes sense as a definition of a phonetic event.

If we have a validated model of the time course for the given
observable quantity, say if the system behavior is known to be
determined by second order dynamics [Fujisaki 1977, 1983], then
we can use a large segment of the time changing variable that
covers an interval during which system parameters can be assumed
to take constant values, for a semiglobal curve fitting procedure.
This is a very noise-resistive method. Some recent temporal
studies (e.g. Ostry et al. {1983])) in effect assume such a simple
model (locally sinusoidal change).

My approach is to try to find relatively invariant movement
patterns that.ca'n be operationally defined reliably enough for the
purpose of timing evaluations of landmark events. This method
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was motivated by the informal observation of various data from
microbeam measureménts. For some parts (in terms of pellet
height) of the movement of the crucial articulator for place-
specified consonants (the lower lip for labials and the tongue
blade for apicals), fairly reproducible results seemed to emerge
with respect to timing modulation of such events as the result of
prosodic control [Fujimura 1981, 1986]. Using a special statistical
process to automatically and empirically decide such positional
ranges for a selected domain of prosodic variablility, we
evaluated, for sets of data described above relative to focus and
phrasing, the temporal modulation relation of each pair of
utterances (see Fig. 5). The data are only preliminary, and await
further verification using more data, which hopefully will become
available very shortly from the Wisconsin microbeam system.

For such patterns that seem to be characteristic of the consonant-
vowel combination, or more generally for a given demisyllable,
where the observed articulator is crucial for the place specification
of the consonant, I gave the name “iceberg”, because such a
movement pattern floats around fairly freely in time relative to
other articulators’ movement patterns, when segmental or prosodic
contexts change [Fujimura 1981].

4.3.3. The Case of Velum Movement

Vaissiere [personal communication], using the microbeam data
from the University of Tokyo, studied the velum movement
patterns in utterances of several sentences, as well as words in
isolation, spoken by two native speakers of English (General
American). She interpreted the time functions representing the
vertical position of a sample point of the velum surface, obtained
by tracking a pellet attached on a flexible plastic strip which was
placed on the velum in the nasal cavity [Fujimura, Miller &
Kiritani 1977]. In prescribing the time course of velum height,
she defined the "strength” of the oral consonant with respect to its
tautosyllabic effects. The strength is conditioned by intrasyllabic
position as well as stress. For the positional target, she concludes
tentatively that there is no target values for vowels, varied
positions being specified for both nasal and nonnasal consonants
depending on nonsegmental conditions.

One particularly interesting observation she has made is that the
strategy related to syllable reduction seems to vary basically from
one speaker to another. In one speaker, the movement reduction
for prosodically weak position seems to be explained by
undershooting due to time constraints, while for the other speaker,
velocity seems to be under control independently. It is hoped that
such issues will be pursued with extensive data using many
subjects in different languages.

In many languages, it has been reported that velum height for
word initial position is higher than for word final position,
segmentally (nearly) ceteris paribus [Ushijima et al. 1972;
Fujimura 1977). Some observation using my own articulation in
Japanese shows that this initial vs. final distinction is observed for
intrasyllabic position even when the nasal consonant is in word-
medial position.

4.3.4. Allophonic Variation
One important issue that stems from the traditional segmental

view of speech is the allophonic variation of the same phoneme
depending on the context. Presumably, any universal effects of

(hard) coarticulation are excluded from such descriptions of _

segmental variation, but that does not mean that the remaining
aspects of coarticulatory processes do not involve utterance
parameters. Parameters such as time constants of movement
patterns, inherent strengths of influence over neighboring elements
within an articultory dimension, susceptibility of a target position
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or a movement pattern to such influences, must vary from
language to language, dialect to dialect, and part of it may well
vary speaker to speaker. The patterns of use of particular
articulators for the same phonological functions may also vary, as
we have seen in Vaissiere’s observation of velum movement
patterns. Furthermore, parameters specifying a neutral (rest)
position, range of movement, sensitivity to prosodic modulation,
etc. of the articulators must be specified as to what we may call
"phonetic disposition” to characterize each language, dialect,
ideolect, etc. In order to compare different linguistic systems, in
terms of phonological patterns implemented as speech, we need a
complex and very sophisticated normalization method to be
applied to different phonetic systems.

Precise descriptions of coarticulation and normalization processes
are not known to us at present, but as a matter of principle, we
may assume such well-defined processes which we could use to
identify unexplained variation of phonetic values of phonological
units, phonemes or syllables. A large part of such variation
would be related to prosodic effects. There are known salient
cases of phonetic variation of phonemic segments, however, which
can be recognized as ad hoc in the sense that any language
dependent assimilatory principle (i. e. even soft coarticulation)
would not be expected to predict them{Fujimura & Lovins 1978].
I think most of such known allophonic variation is contained
within the domain of the syllable, or in fact, the demisyllable.

My interest now is if we can find out some parts of such
seemingly ad hoc variation to be describable in terms of a more
general systematic (but of course language dependent) description
of temporal characteristics of articulatory processes. I think the
following observation of American English flapping may be
suggestive of such a possibility.

In American English, intervocalic /t/ and /d/, typically in a
stressed-reduced environment (as in ‘better’, see Kahn [1976];
Laferriere & Zue [1977]), are pronounced with a transient and
incomplete closure accompanied by voicing for both /t/ and /d/
(tap or so-called flap, see Ladefoged [1977]). The microbeam
observation with respect to the tongue blade pellet (about one cm
behind the tip of the tongue) has revealed a very interesting
dynamic characteristic of this articulatory gesture. Fig. 3 shows a
comparison of a minimal contrast between a voiceless $top and a
(voiced) tap for a pseudo-English phrase, spoken by a female
speaker.

The two sets of time-functions representing coordinate values of
pellets are aligned in time, in such a way that the two utterances
show a fair agreement roughly, apart from the following two
points [Birnbaum, personal communication}: (1) The mandible
shows some raising for the stop gesture but not for tapping, and
there is some tongue body movement for the stop
correspondingly. (2) The tongue blade (presumably tip also)
shows a distinctly different type of gesture both in the time
function shape.and the timing of the event as a whole relative to
other articulators’ temporal patterns.

Point one probably can be explained in terms of the difference in
the use of the linguamandibular gesture related to both the
phonological syllable margin status and the physical constraints or
the physiological mechanism used for forming the apical closure.
It should be emphasized that the time course of the mandible
movement is practically identical except for the local difference
directly reflecting the consonantal (or rather syllable margin)
gesture.

Given this agreement in the timing programs, the salient
difference in the blade movement is rather remarkable. In
perticular, the stop gesture occurs carlier and starts moving
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meaningless phrases ‘bet aught’ (thick lincs)pwhich )wacso I:f:::ﬁg
pronounced with a media] stop, and ‘bed aught’ (thin lincsg
pronounced with a medial tap by an American English speaker
(female). The speaker was not given any instruction as to the
manner of pronunciation, and the phrases were given in a list
for.m. The curves represent, from top to bottom, tongue bade
height, tongue dorsum height, mandible height, and tongue
dorsum advancement, respectively. The two 1;tterances il:e

aligned in time to optimize th i
€ overall comparison for the
except local deviations. g cues

toward the vowel considerably earlier. The peak of the

consonantal constriction (at the position
of the pellet) occur
msec or more earlier. pellen *100

There are two categories of possible explanations. One is that the
two’ gestures are, with respect to physiological realization
basically different. Different. muscles are involved perha ;
associated with different neuromuscular and phys,ical tin‘:c
constants, so that even the same time pattern of motor commands
at the cortical level results in such a timing difference. Or
perhaps‘ the same muscle is used via different physiological ;:otrol
mechams{ns. Particularly, if the tapping gesture makes use of a
more pengheral loop that elicits a response to some subtle change
In a specific (perhaps unobserved) part of the articulator is
opposed to the stop gesture that is more or less under cor;ical

control movement by movement, this T itative di
: ‘ . ather qualital
might be plausib]e. ! Hive difference

Another 'explanat‘ion may be that somehow the motor
programming manifesting different syllable or foot structures has

to be numerically different erhaps in i imi
confiarane (perhaps only) in its timing
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The former would suggest that the stop-flap (so-called) distinction
is inherently discrete. The latter may imply that such allophonic
variation is a continuous phenomenon; salient contrast evokes
discretely or symbolically different perception or transcription, but
depending on the context, particularly quantitatively specified
phonetic parameters such as degree of emphasis or utterance
speed, there may be intermediate cases from a phonetic point of
view. The fact that some (even phonetically experienced) native
speakers are not comfortable identifying the "stop-flap” distinction
may suggest that the latter is the case. The recent study of
formant characteristics of /l/-allophones by Sproat and Borowsky
[1987] also seems to suggest the continuum of allophonic
variation, refuting Halle and Mohanan’s proposal [1985], and
Borowsky's resyllabification theory basically seems promising in
accounting for such phenomena.

4.4. An Elastic Model of Timing

As we have seen above, the temporal organization of speech for
many purposes should be viewed as a multidimensional structure.
If we obtain an effective descriptive system that uses approriate
structural units for duration assignment, or events for defining
timing and time intervals, then we may be able to represent in
each of the dimensions the timing of each event by a linear model.
That is, each time interval between contiguous events may be
computed as a superposition of components due to different
segmental and prosodic contributions as independent factors.

The idea of using a string of springs as a model of speech timing,
or more specificallly of segmental durations, is not new. In
particular, Jane Gaitenby [1965] at Haskins Laboratories discussed
her data quite early using the concept of "elastic word" (see
Lehiste [1980] for a review). What I would like to discuss here is
a general model to describe the prosodic modulation of timing'
patterns of certain articulatory events. We can interpret time
intervals among such events to derive durations of segmental
units, whether phonemic, demisyllabic or syllabic.

After having determined the timing of each event in the time
course of an utterance, we then will have to derive time functions
of physical parameters, such as formant frequencies or tongue
height, by looking up the inherent or segmental properties, static
or dynamic as appropriate. As an example of such time function
derivation processes, we may consider the case of pitch contours
out of abstract tone specifications in Pierrehumbert’s intonation
work (see for its implementation as a synthesis rule system,
Anderson er al. [1984)), or the prediction of velum movement
patterns in Vaissiere’s work discussed above.

LFt us start with a simple example. Fig. 4 shows a single-
dm}ensxon temporal model represented by a string of elastic
springs. The length of each spring represents the time interval
beu.vccx? two speech events to be observed, which are represented
by joining points (circles) between congtiguous springs. The j-th
spring is compressed or stretched deviating from its natural length
Xoi» In response to the external force F. The extent of the
response depends on the inherent stiffness k. of the spring. Let us
call the external force "prosodic force”, bechuse it is the cause of
prosodic modulation in our model. The speed of utterance is
directly related to the value of this prosodic force. Since the
elastic system is superpositionally linear, all the increments of
event intervals are proportional to the force. Also, I should
emphasize here that the use of springs in the model does not
imply uniform compression or stretching of the speech structure
within the unit that is represented by a spring. Each spring

represents only the interval between each adjacent pair of selected
events.
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A PHOKETIC PHRASAL UNIT WITH CONCATENATED SEGMENTAL UNITS
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Fig. 4 A spring system composed for a simple phrasal unit
(single dimension).

This model can be effective not only for representing the time
interval distribution of an utterance as a whole, but also for the
real time process of uttering a sentence, as far as the force is fixed
throughout the utterance. This is so because in order to determine
the conditions of the part of an utterance to the left (i. e. the
past) of any joint point, we do not have to know the structure to
its right (future). The boundary conditions for any substructure
defined by the joint points at its ends are completely specified by
the force applied to the end points. In this sense, considering the
external force rather than the end positions as the boundary
condition for the spring system is a crucial difference, even though
mathematically the two ways of specifying boundary conditions
are exactly equivalent.

We now need to devise a scheme to represent prosodic
modulation. We would like to maintain that the quantities xo and
k are inherent to the type of segment, or some projection of it
onto a particular plane. We assume that the effect of stress is
represented by a parailel spring, attached to the corresponding
substring of segments representing a unit such as syllable, foot or
word, to which such a stress specification is attached (see Fig. 4).
This additional spring, which we may call a prosodic spring, has,
as its inherent properties, natural length xo and stiffness k,
representing the nature of the prosodic effect, such as the degree
of stress. We may assume here that generally prosodic control is
represented taking compression as the positive sense of the force.
Thus a certain amount of external compression force is assumed
for a neutral situation, and a relaxation or expansion of a
segmental spring occurs when a parallel spring counterbalances
part of the external force.

Another salient effect of prosodic modulation is the phrasal effect,
in particular, phrase final lengthening. We represented in Fig. 4
such a boundary effect by adding virtual boundary springs, a and
b, which are added to the segmental strings in series. These
durational values are to be absorbed into the durational values of
adjacent segmental units when we interpret the spring
configuration as the temporal pattern of an utterance.

We can represent a hierarchical phrasal structure by embedding
substructures in a larger spring system [Fujimura 1986d]. We
need at least one level of phonetically motivated phrasal level to
allow control of the prosodic status over the stretch of a syntactic

phrase higher than words.

We studied this issue using icebergs (sce supra) as the time
marking events [Fujimura 1986a]. Fig. 5 illustrates a comparison
of two utterances of the same word string, ‘twenty two plus seven
times four’, distinguished by different phrasings corrc_sponding to
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different arithmatic values. In this figure, each articulatory event
(shown by a horizontal bracket) is plotted at the horizontal
position representing its average timing, and at the vertical
position representing the timing difference between the two
utterances.
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Fig. 5: A comparison of timings of corresponding events
(iceberg-like movement patterns) in two utterances: slong
abscissa, average time for each event (shown by upward bracket),
along ordinate, timiry dJifference for each event between the two
utterances. Note the time scales (in frame numbers) are different
between the two axes. The frame interval is about 8 msec.

T _ pattern of timing difference demonstrates a piecewise linear
change. This means that the ratio of the interval difference to the
average time interval, i. e. the percentage of interval variation
between the pair, was constant over each phrase but varied from
one phrase to another. The local utterance speed, or equivalently
the prosodic force, was varied in a manner representable by a
parallel phrasal spring. Each breakpoint of straight lines indicates
where a phrase boundary occurred in the sentence in question.
Actually, the piecewise linear change as seen in this figure
indicates that there are additional constraints imposed on the
constants of the constituent springs, within the general model
discussed above. At any event, this observation seems to hold for
all other similar utterance pairs. Furthermore, when we compare
a sentence with a contrastive emphasis placed on different words,
as discussed above, similar piecewise linear patterns obtain. In
such a case, the emphasized word behaves as a prosodic phrase.

In my opinion, the traditional acoustic events for timing
measurements are quite useful and reliable, but do not reveal
some of the important characteristics of temporal organization. [
suspect strongly that events do not occur synchronously among
different articulatory dimensions, as I have discussed in previous
papers, because movement patterns in each dimension can reflect
articulator specific temporal constraints. Some aspects of the
asynchronism are probably crucial for understanding the basic
nature of the phonological/phonetic structure of speech [Fujimura
1981,1986; Allwood & Scully 1982; Scully and Allwood 1985].
We need to measure articulatory events, as -well as voicing
control, for different articulators simultaneously. The x-ray
microbeam provides us a good means to obtain useful and rather
comprehenssive data.
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As I mentioned before, the complex spring model is useful for
describing the utterance process as long as the following two
conditions are met:

(1) The prosodic force is not altered in

the middle of an integral utterance unit,

(2) The change of plan takes place

by modifying the substructure

that connects to the past part of the utterance
only through a single node.

Fig. 6: A complex spring model (single dimension). Any of the
solid vertical solidlines, but not broken lines, can mark a point in
time as a boundary between past and future in motor
programming.

Thus in Fig. 6, the solid vertical line can separate the past from
the future, but broken vertical lines cannot. Time must jump
from a single joint node to the next, as the motor program is sent
for utterance execution. This suggests that the cognitive program
controlling speech utterance is prepared as a sequence of phonetic
phrasal units, formed into a simple concatenative linear string (¢f
Sternberg et al. {1978, 1980]). Within each phrasal unit, there
can be any complex substructure involving parallel springs for
prosodic modulations, but the specification of all such
substructures within each phrasal unit must be complete before it
gets started as an utterance.

Fig. 6 pertains only to one of the articulatory dimensions. The
discussion above suggests also that the linkage among different
dimensions must be solid at the phrase boundaries that serve for
demarcating the motor program execution units.

5. Discourse and Intonation

In the tradition of linguistics, the sentence has played the most
crucial role in the descriptive structure, defining the domain of
syntax most successfully. ~ Without delineating linguistic
phenomena on the basis of the concept of sentence, the present
achievement of descriptive theory could not have been imagined.
This does not mean, however, that phenomena we encounter in
speech research are all contained within the bounds of sentences.
The more realistic we become in handling speech signals, the
more severe we find the constraints. Recent research efforts have
not overlooked these constraints. There are emerging findings
which attempt at an ambitious challenge ‘along this direction, even
though, needless to say, it is very difficult to explore a rigorous
theoretical approach, once we step out of the well-proved shelter
of -syntactic theory. These efforts are representatively
characterized by a combination of training in artificial intelligence
with the semantic, syntactic, phonological and phonetic as well as
psychological disciplines. ~ From the phonetic point of view,
recent progress in intonation studies is particularly relevant, in
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many cases in connection with emerging thoughts about human
linguistic performance and computational parsing of sentences.

Discussion of semantic references led AI researchers to the
discovery of hierarchical block structures in the organization of
discourse materials [Grosz 1977]. Recently, Hirschberg and
Pierrehumbert [1986] (also Hirschberg [1987]) have shown that
the voice pitch contours, when represented properly according to
Pierrehumbert’s descriptive framework, reveal the domains of
such block structures. Silverman [1987] in his PhD dissertation
corroborates this point, discussing related issues with extensive
data from systematically controlled perceptual experiments. It is
plausible that speech signals in actual conversation do carry more
information than that represented in written text, in the form “of
pitch (and other signal aspects such as voice quality modulation as
well as intensity), which significantly helps the listener in parsing
the sentences correctly. Marcus and Hindle [1983] proposing their
D-theory of syntactic descriiption argues that intonation breaks
play a crucial role in sentence parsing, even though traditional
orthographic systems ignore such information and necessitate for
the readers of text a more complex parsing strategy.

6. Concluding Remarks

Speech is a physical and behavioral manifestation of linguistic
structures. As such its characteristics can be evaluated only with
reference to the linguistic structure that underlies it. While speech
signals convey information other than linguistic codes, and the
boundary between linguistic and extra- or para-linguistic issues
may not be clearcut, there is no question that the primary goal of
speech research is to understand the relation between the units and
organizations of linguistic forms to properties of speech signals
that are uttered and perceived under different circumstances. For
this goal to be achieved, it is imperative that we have an effective
(probably not the only correct) theory and a feasible
representation framework based thereon. In my opinion, we have
not established the linguistic theofy to satisfy this condition, even
though we have seen remarkable progress in recent years in this

field, and our understanding now is far better and more useful
than it was a decade ago.

Furthermore, such theoretical endeavors must depend crucially on
experimental and computational approaches, and is sensitive to the
needs of industrial applications, just as, I might say, theoretical
work in solid state physics is. Thus our work in speech synthesis
from text, for example, can be affected immediately by any
innovative development of the level theory [Kiparsky 1982] in
morphology, nonlinear phonology, lexical semantics, syntactic
subcategorization of verbs and so on, as well as discussions of
temporal organization of articulatory events. On the other hand,
there is no question that the theoretical discussion of the emerging
tier/plane theory of phonological description must crucially depend
on a rather accurate description of pitch contours, anatomy and
physiology of articuratory systems, movement patterns of the
tongue, the lips, the jaw, etc. along with a good linguistic insight
and factual knowledge of a variety of natural languages,
synchronic and diachronic. In addition, empirical results we
obtain in engineering implementations of the theories do provide

us with invaluable suggestions as to the future direction, as well as
good motivations. )

The more we learn about speech and language, the more strongly
are we impressed by the depth of the human cognitive faculty.
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GLOTTAL CONTROL OF ASPIRATION AND OF VOLCELESSNESS
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ABSTRACT

There are two different, though potentially
compiementary explanations of how glottal control
of voicelessness and aspiration is effected; a) by
directly controlling the degree of glottal aperture
during stop closure and specifically at oral
release; b) by controlling the precise timing of
the abduction/adduction gesture.

Photoelectric glottographic data for aspirated
(pre- and post-) and unaspirated stops in Icelandic
and Irish uttered in differing stress conditions
suggest that ; glottal aperture is directly
controlled; this and other "strategies" observed
may .be necessary to maintain voice offset and
onset targets under differing aerodynamic
conditions; such strategies might be best
regarded, not as correlates of stress as such, but
rather as'evidence of a more general laryngeal
response to changes in aerodynamic conditions.

INTRODUCTION

Two rather different proposals have been made
regarding the laryngeal mechanism which determines
the presence and duration of aspiration. Kim /1/
has hypothesised that the degree of glottal opening
during stop closure, and crucially at stop release
determines the duration of aspiration. The wider
the glottal aperture at the instant of release, the
longer the aspiration that ensues; if the vocal
folds are already adducted at that point, there
will be no aspiration. Working from Kim™s data,
Catford /2/ gives an approximate graph showing the
relationship between glottal aperture during stop
closure and aspiration duration.

More recently, L&fqvist et al. /3/ have questioned
an underlying assumption of the earlier work,
namely, that speakers directly control the degree
of glottal opening as a means of determining the
duration of aspiration. These authors suggest that
':vo1untary control of the size of glottal opening
is rather poor and that subjects are unable to make
very fine graded adjustments along this dimension."
Lofqvist /4/ also points out that the glottal
gesture is a relatively fixed ballistic
opening/closing cycle; once peak glottal opening
has been attained, the closing gesture tends to
start immediately rather than maintain a static
open position. Thus, rather than direct aperture
control, Lofqvist proposes that control is exerted
on the timing of the laryngeal gesture, to which

Peak glottal opening (PGO).is an important index.
The later the PGO, the greater the glottal
abduction at stop release, and the longer the
aspiration. The converse should be true fgr
preaspirated stops. It follows from Lofqvist's
account that, all else being equal, one might
expect greater peak glottal opening for aspirated
than for an unaspirated stop: such a difference
would however be a secondary consequence rather
than the primary control parameter.

It was felt that voiceless stops in Icelandic and
Irish (yielding pre-, post- and unasapirated types)
across differing stress conditions might provide a
testing ground for these two models of aspiration
control. The durations of preaspiration /5/ and
postaspiration /6/ can be much shorter in
unstressed than in stressed syllables, and it would
be of interest to consider which of the above two
models might best account for those differences.

MATERIALS

Recordings of four short data sets in Icelandic and
Irish (a single subject in either case) included
the following signals: photo-electric glottograph
(PEG), oral airflow, and audio. Further recordings
of data sets 1,2, and'3 were made, where
subglottal pressure (strictly speaking, oesophageal
pressure) was substituted for PEG. For details on
equipment used see /5/ and references therein. The
first data set (Icelandic, 66 tokens) contained the
three possible bilabial stops in VYCV, as
exemplified in the words [lahpa], [la:pa] and
[ka:pa]. Each of these was inserted into carrier
frames so that the word in alternate sentences did
and did not , receive the main sentence stress:
"Hann_sagbi -- wid mig." and "Hann sagdi 'ekki --
wid mig.” The three further séts involved Lrish
utterances containing the voiceless dental stop in
VCY and#CV. For set two (40 tokens), the word
bg’:t“a] was simply inserted into the frame: "Duirt
sé -- liom! which was repeated so that in alternate
repetitions the word received either normal
sentence stress or emphatic stress. In set threg

7’

(4§ tokens), a further frame was added: "Duirt se
-- beag liom; As sentence stress in this Jlast
Trame %alls on beag, the word [ba"t"a] is in the
relatively unstressed (prenuclear) position. The
intention here was to elicit three stress levels;
emphatic, normal and a (relative) lack of shtress.
In the fourth set (24 tokens), the word [thajwas

repeated with alternating emphatic and normal

sentence stress in the frame:"Ta, addirt sé."
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The comparative amplitude of the PEG waveform was
measured at the following points: during the
preceding vowel (except for stops in#CV) a point
“taken as the baseline from which the PEG amplitude
was measured; at stop closure (for the preaspirated
stops); at peak glottal opening; at stop release,
and at voice onset. The time intervals between
these points were measured, as were the durations
of post- and preaspiration. Also measured for the
latter, was the time taken to effect devoicing from
the start of vocal fold abduction.

RESULTS

Figures 1,2,3 and 4 display the averaged PEG
results. In Fig 1, where stressed and unstressed
tokens of the three types of voiceless stops in
Icelandic are compared, the amplitude of the peak
glottal opening (PGO) would appear to be
considerably greater for the stressed. And
although the duration of preaspiration js a good

deal shorter in unstressed than in stressed { ﬂ,

this is not reflected in the timing of PGO.
Postaspiration values do not differ in the stressed
and unstressed conditions, a fact which might
appear surprising at first glance. Values are
uniformly very short (ranging from 10ms to 35ms,
and so, postaspiration is likely to be barely if at
all perceptible). Also note that offset and onset
of periodicity would seem to occur at dgreater
amplitude of glottal opening for the stressed
cases. In Fig 3, where Irish unstressed tokens are
compared with normal and emphatic, PGO amplitude
seems again much lower in the unstressed.

The difference between emphatically and normally
stressed tokens (Irish) is not uniformly reflected
by a single change in laryngeal behaviour. In
#CV, there is not only a large differencein the
amplitude of PGO but also in its timing. The peak
occurs either before or after stop release,
depending respectively on whether the stop occurs
in the normally or emphatically stressed syllable.
The difference in postaspiration duration is likely
to be due to both timing and amplitude effects.
The medial stops are rather different (note that
these have both some pre- and postaspiration).
When only emphatic and normal were contrasted (data
set 2, Fig 2) there would appear to be Tittle
difference in ‘the amplitude of glottal opening, but
a striking difference in the glottal gesture
itself. ‘Emphatic tokens are Characterized by a
second glottal opening peak, the first of which
corresponds in timing to that of the normally
stressed tokens. The durations of pre- and
postaspiration are virtually the same for both
stress conditions. Note that the tim&-taken to
effect voicelessness ig about the same also, but
that the amplitude of glottal opening at which
voice offsets is considerably greater with emphatic
stress; the rate of glottal opening may therefore
be quicker. As a consequence of the second opening
peak, the amplitude of glottal opening at stop
release also appears to be greater for these stops.
In Fig 3 (data set: 3, containing additionally
unstressed tokens) the difference between the
emphatic and normal is less striking, although
there is again clear evidence of double peaking in
the emphatic. It is likely that speakers were

differentiating less consistantly between the
emphatically and normally stressed tokens, when
this was not the only thing they had to attend to.

INTERPRETATION

As the photoelectric g]ottogrqpp.is not
calibratable there remains the possibility that
results could be due to some artefact, e.g., a
shift of the catheder with the 1light sensor iq the
pharynx might affect the amount of 1light
picked up, and hence, the amplitude of the waveform.
Long term catheder shifting could not howgver
explain the systematic differences noted, given
that the stress-varying utterances were read as
alternating sentences and that recordings were
short in any case. However, if there were to be
some stress-related articulatory difference, e.g.,
laryngeal movement in the vertical dimension, it
could conceivably yield the differences in PEG
amplitude (though hardly the double peaks of the
Irish emphatic stops). There is nevertheless some
corroborative evidence for our interpretation.
Andersen /7/ reports similar variation in PGO
amplitude for voiceless stops spoken at different
Toudness levels. These findings were based on PEG
data, but were to some extent backed up by fibre-

optic and EMG data. More recently, on the basis of
inverse filtered data, Fant /8/ and Gobl /9/ have

reported for [h], a wider glottal opening in the
stressed than in the unstressed syllable.

Even if our interpretation is correct, one must
further ask whether these differences are actively
controlled, or might simply be a passive
consequence of some other stress correlate such as
increased stop duration or higher subglottal
pressure (Ps).

The Icelandic data shows that the degree of
glottal opening can not be just a function of
duration. Closure duration for the unstressed
geminate 1is as long as for the stressed single
stops, "but PGO amplitude is much lower.
Furthermore, within either stress condition, PGO is
not geater for the geminate than for the single
stops. Therefore, it can’t be the case that the
vocal folds will simply deflect more widely given
extra time in which to do so.

A second possibility is that the vocal folds are
blown wider apart as a consequence of increased Ps
(a 1ikely correlate of stress /10/,though not
necessarily to be expected in every language:
see,for example Welsh /11/). Ps values in our data
were higher with increased stress. Peak Ps values
in the vowel preceding the stops were on average
6cm Aq higher in stressed than in unstressed tokens
for Icelandic (data set 1), and about 4cm Aq in
Irish (data set 3). Emphatic tokens were 8 cm Aq
higher again. Averaged Ps values for data set 2,
are indicated in Fig 2. However, it is very
unlikely that the differences in glottal opening
degree are. passive consequence of the Ps level,
judging from an experiment by Léfqvist et al./3/.

Sudden pressure changes, induced during PEG

recordings by unexpected jabs in the subject’s
chest, made very little difference to the PEG
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trace. , Furthermore, the double peak glottal
opening of the Irish emphatic stops can not be
attributed to pressure variation. Although Ps is
higher for the emphatic tokens (see Fig 2), there
is no additional sudden increase during stop
closure which could account for the second peak.

On balance therefore, it would seem that the
observed differences in laryngeal behaviour are
under active control. It may be the case that
increased activity of the laryngeal musculature is
a direct correlate of stress (typically perhaps an
increase in abductive activity, but with an
additional possibility of initiating a second
abductive gesture when necessary). Thus, one could
adopt the viewpoint that stress is potentially
manifest by increased muscular activity at every
level of production; the respiratory /10/, the
laryngeal, and frequently, at the level of
supralarvngeal articulation /12/.

These differences in laryngeal behaviour might not
however be best regarded as correlates of stress as
much as evidence of more general laryngeal
strategies to ensure maximally equivalent output
under differing aerodynamic conditions. To produce
a voiceless segment there are potentially
(depending on context) two crucial targets:

1) Sufficient glottal opening to ensure
voicelessness. (Note: this excludes from present
consideration glottalised stops, as occur in
certain dialects of English.) The transition from
voice -> voicelessness is not instantaneous
(Westbury /13/ describes a "voice tail" of up to
40ms for voiceless stops in American English) and
it can be very slow indeed when the vocal tract is
not occluded, as for preaspirated stops /5/. If a
greater degree of glottal abduction were not used
at higher Ps levels, attainment of voicelessness
might be delayed or prevented. Note that in the
data presented, the higher the Ps, the greater
appears to be the amplitude at which voice offsets.

The second target is the resumption of
vocal fold vibration at the appropriate point in
time subsequent to closure release. At voice
onset, the initiation of vocal fold vibration
results from glottal adduction and the Bernoulli
effect; at a given stage of glottal narrowing,-the
vocal folds get sucked together. The point at
which this happens depends on two factors working
in an inverse relationship: the air flow rate
through the glottis, and the degree of glottal
narrowing. This may explain why, for the data in
Figs 1 and 2, the actual duration of postaspiration
is the same across different stress conditions,
even though glottal aperture at stop release would
seem to be quite different. Glottal closure in the
higher stress tokens may simply be "stealing a
ride", as it were, on the higer airflow and
Bernoulli effect. Thus, at higer Ps and airflow
rates, wider glottal opening may be not just
tolerated, but actually necessary if VOT is to
remain constant. At lower stress levels, too much
glottal opening may be counter indicated as it
would lead to unwanted aspiration.

Emphatic stress for the Irish medial stops may
represent a particularly demanding articulation,
given that they have both some pre- and

postaspiration. Peak glottal opening occurs early
during stop closure, as with preaspirating stops
generally. If the ballistic opening/closing
gesture were to proceed uninterrupted, the degree
of glottal opening at stop release might not be
sufficient to ensure the appropriate duration of
postaspiration; hence the double opening. In
initial postpausal position the situation is rather
different, as only one of the above mentioned
targets is relevant: appropriate voice onset. This
may leave more freedom to use the additional
strategy of delaying the peak glottal opening to
prevent overshort aspiration at higher respiratory
levels.

CONCLUSIONS

To conclude therefore, I would suggest that the
degree of glottal opening is varied as a means of
controlling voice onset and offset times across
differing aerodynamic conditions. When necessary
or possible, the additional strategies of a second
opening peak or of a change in peak timing can also
be brought into play. In other words, the larynx
uses more than one control parameter to ensure that
the crucial targets of voice offset and voice onset
are maintained.

The fine interplay between laryngeal behavior and
aerodynamic conditions suggests that there may be
active monitoring of Ps at the laryngeal level.
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ABSTRACT

The simultaneous control of fundamental frequency and
intensity of phonation was investigated.. Simultaneous
measures were obtained of laryngeal muscles and the
respiratory system. An inverse relation between intensity and

activity of vocalis and cricithyroid was found at high pitch
chest voice

INTRODUCTION

Studies of the simultaneous control of fundamental frequency
(Fo) and intensity of phonation have dealt with either the
Intrinsic laryngeal muscles [1,2,3,4] or with the respiratory
system [5,61. In one study [7] subglottal pressure (Ps) was
measured simultaneously with electromyographic (EMG)
activity of intrinsic and extrinsic laryngeal muscles for singing.
The purpose of the present study is to reexamine the
simultaneous control of Fo and intensity in speech. To that end
simultaneous recordings of speech, electroglottogram (EGG)

Ps, lung volume, and EMG activity of cricothyroid (CT)’
vocalis (VO(?) and sternohyoid (SH) were obtained while thé
subject sustained the vowels /e/ and /i/. These physiological
signals were chosen because they are believed to be important
in the control of both intensity and pitch. No open vowels were
used because jaw opening may influence the intensity of the

radiated sound -activi i
radiated und and the EMG activity of certain laryngeal

METHOD

The subject was a male native spe

] peaker of Dutch. He wa
msu'}xg:ltcd to breath deeply and to phonate a vowel ag long a:
possible at a constant Fo, This task was repeated five times for

of the soft utterances was a i

pproximately 7 dB below th
normal IL, and the IL of i .
5 4B abore o me IL thl.xc loud uttergnccs was approximately

The audio signal was led to a pitch.

160 Hz, were indicated on the osci
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Subglottal air pressure was recorded using a Millar pressure
transducer, which was inserted pernasaly and fed through the
glottis into the trachea. The pressure measurement was
calibrated by recording the signal while the subject held lung
pressures of up to 20 cm H20 against a water-filled U-tube
manometer [8]. The catheter, situated in the posterior
commissure of the glottis, did not have a noticeable effect on
phonation. The perimeter of the thorax and abdomen were
measured with a Respitrace inductive plethysmograph. Lung
volume was calculated from the weighted sum of these two
signals. Special calibration manoeuvres yielded the two
weighing factors. The EMG activity was recorded with
hooked-wire electrodes [9]. All electrodes were inserted
percutaneously. Correct electrode placement was confirmed by
monitoring an oscilloscope during various functional
manoeuvres [9].

The physiological signals, the audio signal, an octal code and a
timing pulse were recorded on a one inch, 14-channel
Instrumentation recorder {10]. The processing of the data was
done with the Hasking Laboratories EMG data processing
system [11]. The voice signal was sampled and digitized at a
10 kHz rate, Ps and EGG at a 5 kHz rate, and EMG, chest and
abdomeq signals at 2 200 Hz rate. The mean glottal flow (Ig)
was ob_tamcd‘by taking the derivative of the lung volume. The
vocal intensity was evaluated from the audio signal. The
Intensity levels were calculated relative to the lowest measured
IL. The Fo was derived from the EGG in order to verify
whether the Fo of the utterances remained roughly at the target
levels. The EGG Signal was also used to obtain the open
quotient (OQ), which is defined as the time during which the
glottis is open divided by the time of one vibratory cycle. The
gﬁélsa :tli’vsi:x p?y\iglcogicc::%l quantities (viz. Ps, Ig, IL and
o

{)Jroccssing. y s and SH) were used for further

Jsing the voice onset as a line-u int the six physiological
signals of the five repetitions wgé)?weraged, r&u{filr?goign an
averaged signal for each quantity and each condition. Because
of an artefact in the recordings of the EMG activity of the SH

some of the tokens had to be discarded, but of each utterance at

least four tokens remained for processing and averaging. For

rzeasc:ins1 that will be mentior_led below, the mean value between
av?:xr"a e(:.sczlondss after voice onset was calculated for these

e 8¢ Signals. So the final measures are mean values for each
of the six quantities in each of the twelve conditions.
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RESULTS AND DISCUSSION

The duration of the sustained vowels varied between 10 and
20 seconds. While phonating the EMG-activity of VOC and
CT, the Ps, Ig, IL and Fo were approximately constant. The
EMGe-activity of SH had a peak value immediately before the
onset of phonation. Collier [12] and Hirose and Sawashima
[13] also observed SH activity just before voice onset and
assumed that the SH helps in preparing the larynx for the
"speech mode." The peak value of SH activity depended on
the frequency and intensity of the vowel that had to be
produced. The largest peak values were recorded in the low
frequency - high intensity condition, while the peak was almost
absent in the high frequency - low intensity condition. In all
utterances the EMG activity of the SH had levelled off to a
more or less constant value 2 seconds after voice onset.
Therefore for each measured physiological quantity the mean
value was calculated from 2 to 10 seconds after voice onset, as
mentioned above.

The mean values of the average signals are shown in the
Figures 1 to 4. For each repetition the mean value between 2
and 10 seconds after voice onset is also given. The results are
analyzed by making three different comparisons for the relevant
physiological quantities.

A comparison is made between the data of the vowels /e/ and
/i/. Both are closed vowels and therefore the jaw opening was
roughly the same. The major distinction between the two
vowels is a difference in their formants, caused by a different
vocal tract shape. This did not result in big dissimilaraties
between the recorded signals, but some differences did occur.

Ps . At equal intensity levels the Ps was always slightly
higher when the vowel /i/ was produced.

CT_. For the low Fo condition the activity of the CT was
about the same for both vowels, but for high Fo the activity of
the CT was less for the vowel /i/. This can be a compensation
to keep Fo constant, because an increased Ps could raise the
Fo

'YOC and SH . These two muscles showed more activity for
the vowel /i/ when phonating at low Fo, and approximately the
same activity when phonating at high Fo.

regulati
For the same phonetic condition and intensity, the signals
recorded at low and high pitch voice are compared.

YQC and CT . From the Figures 1 to 4 it can be seen that
the activity of VOC and CT was substantially higher in
high-pitch chest voice than in low-pitch chest voice. This
confirms previous findings that the VOC and the CT are the
F;imary muscles in regulating Fo, especially in chest voice

4]

SH . The activity of the SH decreased with increasing
frequency, a result also found by Ohala [14] and Collier [12].
The Figures.1 to 4 show that the decrease of SH activity was
more obvious at the high IL.

Es . Across different fundamental frequencies Ps was
almost the same. This is contradictory to the general believe
that Fo and Ps are positively related [12,15]. In this case the Fo

is not raised by increasing Ps, but probably by an appropriate
adjustment of the activity of CT, VOC and SH.

ntensi
Since the vocal intensity is also a function of the acoustic
impedance of the vocal tract, comparison of intensity is only
done between two states in which the shape of the vocal tract is
approximately the same, i.e. when the subject produced the
same vowel.

Ps_. Intensity was always positively related to Ps. This is
consistent with the results obtained by Isshiki [5] and Baer [7].

[z . The glottal flow was more or less constant for different
intensities. The EGG recordings revealed that the OQ decreased
with increasing intensity. Therefore, although Ps increased
with increasing intensity, Ig could remain fairly constant [5]. In
the chest register glottal flow is not dominant in controlling
intensity; apparently, the form and spectral content of the flow
pulses are more important.

SH . A positive relation between intensity and the EMG
activity of the SH was found.

VOC and CT . At low chest voice no significant change in

the EMG-activity of the VOC and CT as a function of intensity
were found. Gay et al. [4] also found that muscle activity, of
all five intrinsic laryngeal muscles, remained relatively steady
across changes in vocal intensity. .
At high pitch chest voice a negative relation between intensity
and the EMG activity of VOC and CT was found. The
compensatory mechanism is necessary to keep Fo constant,
because some of the factors that increase intensity also increase
Fo.

CONCLUSIONS

First of all, it appears to be possible to maintain a constant
subglottal pressure during a prolonged utterance, regardless of
the decreasing volume of the lungs. Also Fo and IL can be kept
constant without the need of apparent actions of CT, VOC or
SH. Thus there seems to be no reason to assume that the often
observed declination in speech is an involuntary effect of the
decreasing lung supply.

The findings of this study are in agreement with those of
previous studies: VOC and CT are the primary muscles in
regulating Fo, IL is positively related to Ps, and Ig is more or
less constant for different intensities in the chest register.
Miiller found that an increase in vocal intensity without an
associated rise in Fo had to be accompanied by a decrease in
CT activity [16]. Rubin also speculated on a decrease in
intensity of contraction of the CT with increasing loudness, if
Fo is to remain constant [17]. Hirano actually measured that
CT activity changes often varied inversely with the vocal
intensity [1,2]. In the present study it was found that the
increasing Ps can be compensated, not only by a decrease of
CT activity, but also by a decrease of VOC activity. Further
study is needed to explain why this compensation mechanism
only occured at high pitch voice.
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the mean values of the tokens, and the closed symbols

represent the mean values of the averaged signals (for further
explanation see text).
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ABSTRACT

An experimental research of -conformi-
ty of the forming voice source impulse mo-
dels to real process is carried out. The
technique of the research is based on the
analysis of power spectra of the actual
and synthegized voice signal with using
the linear prediction. The synthesis model
of the vocalized speech signal accounting
the influence of the voice source upon the
voice canal is proposed.

INTRODUCTION

Before now the accepted notions about the
speech forming process of the vocalized
speech sounds proposed the excitation of
the voice canal by quasiperiodic impulses
of air stream such as the smooth unimodal
time function. Proceeding from these notes
it is obvious that the excitation of the
voice canal must start near the moment of
glottis opening. However, at present it
is known that the start of the excitation
of the voice canal coincides wit- the vo-
cal chords closing moment I]. The causes
of this obvious contradictio; weren’ ana-
lised in literature about speech forming,
In this paper the experimental researches
were carried out in order to analyse real
processes of the excitation of the voice
canal by the voice source and build the
model of synthesis of vocalized voice wave
based on received results that is édeqwﬂn
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to real speech signal forming. The carried
out researches concerned only the interac-
tion of the voice source with the voiceca-
nal and didn’t discuss those processes as
the loss in the canal, nasalization, radi-
ation etc.

THE TECHNIQUE OF RESEARCH

The research method of the processes of the
vocalized speech signal forming is based
on analysis of power envelope spectrum of
signal. Because of problem statement the
speech wave analysis synchronous with the
pitch was to be used, that involves appli-
cation of the methods of increasing the re=-
solution of the frequency. And at last the
unstationary variant of the linear predic-
tion was used [2]. The part of apparatus
of the research complex contains mini=-com=
puter SM-4 supplied with the device of the
analogous signal input. Special research
software based on the program complex for
processing and signal modelling included
the following main modules: "visible speech®
forming, calculation of the linear predic-
tion coefficients, calculation of power
spectrum by means of fast Fourier trans-
formation, the impulses of different form
excitation forming, the speech canal mokk
ling, speech wave synthesis. The program-

ming language is FORTRAN, the operational
system is RATFOS.
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A. REAL SPEECH SIGNAL

A speech signal. put into computer (frequ-
ency range - 5kHz, quantification frequen-
cy - IOkHz, the number of quantification
levels by amplitude - 256, signal-noisy re-
lation hot worse than 40dB) was accunula-
ted on the magnetic carrier of the compu-
ter. Speech material consisted of the words
pronounced isolatedly by three announcer.
wuasistationary parts of stressed vowels
were subjected to the analysis. In calcu-
lation the prediction order wasf=I2, co-
efficients of the linear prediction were
averaged by three~-four samples taken wi-
thin the interval of analysis., Typical
example -of the evaluation of power enve-
lope spectra is shown in Fig.I, where I-
measured along the whole period of the
pitch; 2 - during the closing interval;

3 - during the interval of vocal chords
opening (the fragment of sound /i/ in the
word "electrichestvo").

SN /1 .,-\',\'3./.
0t~

™™ \:::?7r~\\\‘//

2 3 Jf’k/{z 5

Fig.I. The power spectrum
of the real signal

The experiments have shown the following
[3]3 I) envelope spectra during the inter-
vals of vocal chords closing and opening
are distinguished essentially by frequen-
¢y and width of the spectral maximuwus band
(formants); 2) the spectrum during thewhake
period of the pitch is more close to the
spectrun during the interval of vocal

chords closing. Thus there is sufficient
variations of the voice wave parameters
during the period of the pitch that isex-
plained in general by the voice source in-
fluence on these parameters in the phase
of glottis opening. The carried out cal~
culations by the numeral evaluation of in-
fluence of the voice source on the speech
canal parameters have shown that with nor-
mal conditions of pronunciation: I) theab-
solute changes of frequency of the formmts
achieve the quantity about IOOHz; 2) the
absolute changee of the band width of for-
mant-quantity about 300Hz [4].

B. THE SYNTHESIZED SIGNAL

Let us consider the model work of the syn-
thesis of the vocalized voice signal with
the excitation of the voice canal by smnooth
unimodal impulses. The raised cosinusoid

with duration of 0,3...0,7 from the pitch
period was uced as the impulse. The voice
canal was presented in the form of casca-
dely connected digital resonators corres=-
ponding to the formants [I]. In table I

the parameters of the first of five for-

mants are given, used at the synthesis of

vowal /i/.

Table I
Frequency and width of the formant band
Formant A, Hz 8;, Hz
I 440 90
2 1800 50
3 2550 300
4 3410 300
5 4400 310

m~e character of the time function of the
synthesized speech signal has already
shown the sufficient quality difference

from real signal. The typical analysis of
vowal /i/ are shown in PFig.2. The notati-

ons correspond to Fig.I. The duration of
the pitch is I20 counts, the duration of
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the excitation impulse for Fig.2a - 40 co=-
unts, for Fig.2b - 80 counts,

Let us compare Fig.2 and Fig.3 where the
spectrum of impulse reaction of voice ca-
nal with parameters of table I is given.
The calculation of this spectrum has been
made also by means of written technology
under the excitation of canal model by the
single impulse. The comparing results il-
lustrate that cosinusoidal impulse of ex-
citation distort the spectrum of frequen-
¢y of the synthesized signal. The typical
results have been obtained under the other
forms of the excitation impulse triangle,
in particular. ’

The carried out experiments and modelling
say about nonadequancy of model excitation
of the canal by smooth unimodal impulse.
Besides, you may conclude that excitation
of digital model of the voice canal by the
single impulse is more close to real pro-
cess of speech formation.

THE SYNTHESIS MODEI. OF SPEECH SIGNAL

The carried out investigations allow to
formulate two main demands to the synthe-
8is model of vocalized speech signals

I) the excitation of the voice canal should
be produced by short at the moments of vo-
cal chords closing; 2) during the interval
of the vocal chords opening the change of
the voice panal parameters must be carried
out, modelling, the influence of the voice
source upon the speech wave parameters.
The model illustrated in Fig.4 meets these
requirements., It is the development of the
model examined in [I].

According to the given model the voice ca~
nal in the form of a filter

V(Z): ¢
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Fig.2. The power spectra of a synthesized
signal with cosinusoidal source of
the excitation

P d8

]
1 2
5 fikHz 3
Fig.3. The impulse reaction spectrum
of thq voice canal

is excited by tsh(/Z) signal at time moments
£/, I3 etc. The parameters of the canal
are changed in accordance with the func-
tion £ (£) during the interval of opening
[z, £5] . Por the formant model, in par-
ticular, frequency 4 and width of strip
8; are these parameters counted in V (Z)
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Fig.4., The synthesis model

Fig.5 illustrates the power envelope gpec-
tra synthesized by means of the suggested
model signal (Fig.I). The parameters of for-
mant during the interval of the vocal
chords cIosing are given in table I. The
duration of the pitch period was equal to
I20 counts; the duration of the opening
period was equal to 80 counts; the abso-
Jute changes of frequency of 5 formants
during the opening interval - IOOHz; the
absolute changes of the band width - 200Hz
Comparing figures I, 2, 3 and 5 we see
that a given model at the spectral level
is much closer to the real process of
speech formation than a traditional model

Pdb

40 —
/ \\’1
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50 /-.\ /_V'/‘ \\. \\\ —
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Fig.5. The power spectra synthesized
by means of the suggested mo-
del signal

In the time domain the character of the
synthesized speech wave is also close to
real signal. It may be supposed that such
model of synthesis will allow to raise na-
turality of synthesized speech, to model

some individual peculiarities of voice.
The examination of these assumptions is
not included in this paper.

CONCLUSION

In consequence of carried out experimen-
tal investigations it is shown that the
imagination about the excitation of the
voice canal by smooth unimodal impulses
of air stream are not adequate. The exci-
tation of the voice canal by single im-
pulses during the period of time corres-
ponding to vocal chords closing and model-
ling of change of speech wave parameters
as the smooth unimodal function during
the phase of vocal chords opening is more
close to real process of speech formation
In our opinion well known, so called, im-
pulses of the voice source are the form
of power accumulation for thg next exci-
tation of the voice canal at the moment
of vocal chords closing.
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LARYNX - DOUBLE~-SOUND GENERATOR

Boris Chernov
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ABSTRACT

Only aural transmission from man to man
of the oldest form of creative activity
brought to us the method of vhonation of
the genetic period of an inarticulated
speech, Millions of years have passed
till the entrance to larynx was excluded
from the process of phonation., The be-
ginning tone of vocal folds got the pos-
81bility to be formed into vowel and con-
sonant sounds of speech. From whistle to
voice-whistle and articulate speech -
that's the way of evolution,

INTRODUCTION

Nowadays on vast territories of the Cen-
tre and the South of Asig among Turkish
and Mongolian peoples there remained the
most ancient forms of the organisation of
sound formation in normal‘ larynx that de-
monstrate an active participation of ves-
tibular folds at the expense of sharp
contraction of the larynx entrance, such
as larynx whistle and phonation simulta-
neously through the two barriers of vocal
end vestibular folds,

Larynx shows the capacity of a double-
sound generator and clearly demonstrates
the mechanism through which the formation
of an articulated speech ig impossible,
The peoples of Mongolia, Touva, Bashkiria
managed to preserve the ways of phonation
peculiar for the genetic period of an

Valentin Maslov
Phoniatric

Policlinic No 1
Novosibirsk, USSR 630099

inarticulated speech in the form of tradi-
tional singing folklore that have passed
through centuries thanks to living trans-
mission.

The most stable are the methods of double-
voice singing in four styles: Syghyt,
Ezingder, Kargyraa and Barbbannadyr of
the Touvinians,

The first notes of the Bashkirien style
Usllauv date to 1897. Folklorist Rybakov
S.G. has characterized it as Forest Wil-
deness. The forms of Touvinian double-
voice singing were studied by musicolo~
gists and folklorists beginning with 1900,
The analysis of Touvinian guttural sing-
ing was made by the Soviet composer

A.N. Aksionov during the 60-th. The
acoustic analysis of Triple-voice singing
of Tibet lamas was made by English
scientists H, Smith, XK. Stevens, R. Tom-
linson in 1967. In 1973 at the YIIT all-
union acoustic conference of AS of the
USSR A.A. Banin end v,y, Lozhkin reported
the results of acoustic analysis of Tou-
vinian larynx singing made with Sona-
Grap-7029 A apparatus in diapason of

40 - 4000 Hz, They found the characteris-
tics of low tone from 60 to 220 Hz and
high pitch from 2000 to 3000 Hz, But it
appeared to be impossible to explain the
physiological mechanism of larynx with
the help of acoustic analysis,
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Special research group of the authors
of this report was made at the initiati-
ve of Ministry of Culture of Touvinian
ASSR and rectorate of the Novosibirsk
Conservatoire,

The first examination of vocal apparatus
of Touvinian singers showed that they
have no abnormal deviations of anatomo-
physiological character. When the singer
began double-voice regime of rhonation
the before seen vocal folds entirely
disappeared off the investigator's sight.
The source of the second sound appeared
to be a round whistle hole of Da1,5-2 mm
formed by(false) vestibular folds.

In 1975 - .76 unique photographs of the
sources of the high-frequency whistle

of 2000 - 4000 Hz were made (Fig. 1).
The following methods were used: filming
of singers; indirect laryngoscopy; film-

ing of the functioning of the larynx in
indirect laryngoscopy; tomography of the
larynx; tele-X-ray cinematography; video-
magnetic recording from TV screen; recor-
ding of various styles of double-voice
singing.

In the Syghyt style, a singer begins the
first phrase of the song with words in an
ordinary manner with his face relaxed and
his articulation and breath having no vi-
sible signs of effort, After finishing
the phrase sung naturally the singer ta-
kes a new breath and begins double-voice
singing which excludes the possibility of
using words. So gpe vocal organs start
working like a peculiar double-voice mu-
sical instrument (fig. 1). To the ear
double-voice singing presents itself as
two melodies the lower of which is of
ostinato character and keeps the pitch

2
3 TS~
O
N~
5

Fig. 1. Opening to the larynx in Touvinian double-voice singing (in laryngoscopy). One
can see a tuberculum epiglotticum the tops of the arytenoid cartilages and the margins

passage or nozzle, 1 = Lead of epiglottis;

~of false vocal folds in asction in forming a narrow opening to the larynx like a small
2 - tuberculum epiglotticum; 3 - margin of

ventricular vocal fold; 4 - opening of'nozzle' surrounded by foaming mucus; 5 - top of

arytenoid cartilage,

.
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of the octave, The second melody is heard
as a kind of whistle complicated by flo-
wery decoration.and lies in the sphere of
the third and fourth octave.

The transition from usual single-voice
phonation to double-voice singing is fol-
lowed by abrupt chenges in the function-
ing of the larynx. The larynx quickly
pulls up and the loose margin of the epi-~
glottis becomes visible deep in the mouth
cavity, with the tongue not being stret-
ched at all.

Indirect laryngoscopy shows that in this
position the vocal folds become invisible
as the upper opening of the larynx narrows
to 1.5-2 mm because of all the formations
arrenged at this level, The tuberculum
epiglotticum draws near the apex of thé
cartilagines arytenoideae. From the sides,
muscles of the ventricular. folds and fib-
res of the musculus aryepiglotticus par=-

ticipate in narrowing.

The upper opening of the larynx begins to

function sccording to the ’nozzle’ prin-
ciple producing & whistling tone resound-
ing in the pharyngeal cavities.

This process of changing the larynx into
a double sound generator wes clearly

observed in sagittal X-ray cinematography

that shows the rise of the larynx as well
as its narrowing and the sharp exact mo-
vements of the tongue which are synchro-
nous with the changes of pitch of the
whistling tones leading the ornemental
melody.

The formation of iwo narrow passages in
the larynx in accordance with the sounds
produced by it in double-voice singing
can also be observed in tomograms

(fig. 2). In the frontal tomograms two
narrow passeges are seen: the first is
due to the closure of the plicae vocales,
and the second is formed by closing the

Fig. 2.

ventricular folds,

nareon :omogram of the larynx in double-voice singing showing the presence of. two
passages, one on the level of the true vocal folds and the other on that of the

Ventricles of Morgagni remain r
elaxed. 1 = Closed vent 1ds
participating in the formation of a narrow opening to the larynx; 2 rentreaen of
’

Morgagni relaxed; 3 = true vocal folds closed; 4 = aperture of trachea

= ventricles of
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ventricular “folds and musculature in ge~
neral and other muscle elements of the
upper opening of the larynx, with the
ventricles of Morgagni being relaxed.

The second passage works like a nozzle or
a whistle. It creates high-frequency vi=-
brations which then resound in the pha-

.ryngeal cavities, forming sounds of va-

rious pitch.

The larynx of a Touvinian singer who
sings in the double-voice manner is a two-
sound generator in which the pitch of the
low tone is created by the vocal folds,
while the pitch of the whistling tone is
a result of the activities of the nar-

rowed entry to the larynx (nozzle) and of
the resonator cavities of mouth and pha-
rynx. These uses of the larynx and of the
mouth and pharyngeal cavities demonstrate
amazing funciional possibilities of the
vocal organs for creating sounds and
exclusive abilities to govern their pitch
and duration. .

As a result of long and thorough examina-
tion of physiological mechanism of larynx
singing of Touvinians, Khekassians and
Bashkirs & new capacity of larynx unknown
to science was opened - the capacity to
form mechanism of aserodynamic whistle.
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section of the tube of the scope is an frame rate, a special scan method was

the center of the tube and on both sides lines were sampled. en lines, the
HIGH-SPEED DIGITAL IMAGE RECORDING of the image guide are light guides. The are sampled out of 100 scag n hj'.gher
FOR THE OBSERVATION OF THE VOCAL CORD VIBRATION two 1light guide cables are connected to frame rate is 2000 per secon ; secona is
the separate light sources. frame rate of 4090 frames pe linas
achieved by sampling only 17 scan .
Table 1 summarizes basic As far as the brightness of the ;zazs ;:
SHIGERU KIRITANI HIROSHI IMAGAWA HAJIME HIROSE ’ characteristics of the present system. concerned, th1s. frame rate apgeaachieved
Light sources are the two 250W halogen nearly the maximum that c;ntuially the
lamps. Number of the picture elements in for the most subjects. _:s depeéding
Research Institute of Logopedics and Phoniatrics the image sensor is 100x100 and the brightness of the imgge vzrthe'individual
University of Tokyo, Bunkyoku 7-3-1, Tokyo, Japan sampling rate is 10MHz. ggiged entti: onb'th: lar¥ggeaimagéewmgmory can store
icture elements are s ’ subjects. . t
Abstract- developed. The sytem is small and E;gulting frame rate is gbout 1000 per the image data for the period of abou
c b hich g compact and, thus, enables flexible dat; second. In order to achieve ahhigher 200msecond.

A new method for the igh-spee collection. Simultaneous recording o 1 Basic characteristics of the image
digital image recording of the vocal fo}d speech and other physiological signals Table endoscope system. Fig. 2 shows examgt%s Zf4o§%efiam25
vibration was developped using a solid can be performed easily. recorded at a rate.oi 2gows the vocal
epdoscope and an image sensor. Video Light source 250W halogen lamp x 2 per seqond.. The glcau;:ie oubject during
signals ~from the image  sensor are Solid endoscope system Image sensor MOS type cord vibration °h tion of the vowel
digitized and stored 1in a digital image : 100x100 picture elements the .sustalned phonatio of the voice
memory. Stored images are displayed on a Fig.1 shows a block diagram of the Clock 10MHz lez/. Fundamental frgg:eng%ages of the
monitor oscilloscope. Frame rates of system. The system consists of an Image memory 768k byte was  about 220Hz. Hine aralebsepved at
2000/sec and 4000/sec are realized for oblique-angled solid endoscope, a camera maximum glOtta4o gpemesg
the images with 100x37 and 100x17 picture body containing an image sensor and an Scan elements] Frame/sec| Storage about every zotem ra .
elg@ents, r§§p§ct1veéy. Cogpared Fotthe image processor. The output video sign;l 1700x37 | 2000 I 328 Fiberscope sys
ordinary igh-spee motion picture from the image sensor is fed into the x17 4000 . if a similar
system, the_present system is compact and image processor through a high-speed A/D 100 {frames) it is ver%e Vaigigiiucted using a
enables §l§x1ble data collegtion. ' converter. Stored images are then — . " . SYStem can Such a system makes it

A similar system using a fiberscop displayed on a CRT monitor as an array of ‘ : : flbe?siope.to observe the vocal cord
:is ;};0 developped.d Aithoughflmages gy small images which represent sequential szziigigns during consonants. In th?

e iberscope are arker, a frame rate time frames ilot - system ©
of 2000 per second was achieved for the - It is also possible to display stored present dStug%ége a regording using a
images with 100 X' 17 plqture elements. images as a slow motion picture. The h%gh-speee was also developed.

The system makes it possible to observe image processor in the present system fiberscop
vocal cord vibrations during the contains about 750k byte of image memory. Fig. 3 shows a block didgram of the
ggnsonants. _ Preliminary opse;vations on Generally, for one shot of image tem . In this system, a video camera

e transitional ‘char§cterlstlc§ of the recording, about 100 frames of image data SYs énnected to the finder of a
zggiésionco;gd ex;iggigiogi thzuzgggonaﬁtz are sampled and stored by the image " ”

processor.
Maximum frame rate that can be

single-lens reflex camera to monitor and
are performed.

record the glottal view preceding and

. - a
; i the short period of high spee
Introducti realized by the present system 1is g;;lgﬁ;ng e o et to the inage
ntroduction determined by the brightness of the image ;engor . e image Tx'senc’t recordl?g
; i obtained through the endoscope and the the shutter of the camera 1
for T:i;h 22223 gigi:gis i;ag:w ;:ggﬁégﬁg speed of scanning the picture elements in _ggiﬁ whe;his e tn neces§ai§
_ | — e o a the fiberscope system mainl
52;rat§2i observation of vocal cord In order to get a brighter image, a giigauzi the fiberscope’ systen glot?lg
5 éhe ) s gt coneificten.” mnc” alinat "oF the scope during the running speech and the perio
characteristics yit is essential to constructed. The diameter of the scope uring “the  rumning spe very.Short..
record the ! vocal cord vibration was larger than that of the ordinary R iGn-speed inasing 1s very short.
simultanecusly with the speech signal and scope for the clinical use. The cross i

to analyze the relationship between the
pattern of the vocal cord vibration and
the acoustic characteristics of speech
signal. Observation of the vocal cord

a new fiberscope was also constructed the

N Endos . signe
YEndoscope signal

Fiberscope Monitor
vibration has generally been performed by A/D ::>Image LJ
using a high-speed motion picture. | Memary
However, that method requires special Image Image Image signal
equipment and is not suited for flexible Sensor Processor
data collection under various modes of CCD sensor
phonation. For the simultaneous
recording of speech signal, special
considerations are necessary on the a
acoustic shielding of the nmechanical Light Light source
noises from the high-speed camera. Source (b)

In the present study, a system of Fig. 1 Blockdiagram of the solid endoscope
high-speed digital image recording was

system. Fig.2 Examples of the recorded image of Fig. 2 Blockdiagram of the fiberscope

the vocal cord vibration. (a) 2000 frames system.

/sec (b) 4000 frames /sec .
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(a)

Fig. 4 Vocal cord vibration durin
in the utterance /pi:hi:/.

g transition from vowel to /h/

Se 98.5.3

Table 2 Basic characteristics of the
‘ fiberscope system.

Fiberscope diameter 4.8mm
view angle 43_
distance 7-70mm
Light source 500W xenon lamp
Image sensor CCD type

Clock 10MHz
Image memory 768k byte

Scan elements| Frame/sec] Storage

200x34 1000 110
200x14 2000 270
(frames)

diameter of which was slightly larger
than that of the ordinary scope. At the
same time, a CCD type image sensor was
employed in this system, because the
image by the new fiberscope was still
darker than that by the solid endoscope,.
The sensitivity of the CCD image sensor
is generally higher than that of the MOS
type imagr sensor which was used in the
solid endoscope system. However, the
comercially available CCD sensors
generally contain a large number of
picture elememts, 500x500 for example.
Thus, in order to realize a high frame
rate, it was necessary to develop a
special scan method to sample only a very
limited portion of the image sensor and
to reduce the number of sampled elements.

Table 2 summarizes basic
characteristics of the system. The light
source is a 300W xenon lamp. The sampling
rate of the picture elements is 10Mhz.
The period of image recording is about

100ms 1long. For the picture elemnts of
200x34, the frame rate is 1000 per
second. A frame rate of 2000 per second

can be achieved with the picture elements
of 200x14

By using this system, preliminary
tests on the recroding of vocal cord
vibrations during consonants were
performed. A special triggering method
was employed to record the glottal images
for the selected period of the consonant
in the VCV utterances. First a pulse
from the camera shutter sets the entire
recording circuit ready. Then, the
subject start the utterance. When the
beginning of the speech envelope is
detected, a trigger pulse is generated.
Actual sampling of image signal is
started with a delay of the specified
interval. By using an appropriate delay
time, it is possible to record the
glottal images during the selected
consonantal period in the VCV utterances.

Fig. 4 shows an example of images
recorded by the fiberscope system at a
rate of 2000 frames per second. Vocal
cord vibration during the transition from
the vowel [i] to the consonant [h] in the
utterance [pi:hi:] . is shown. Fig. 4 (a)
represents the stationary vibration
during [i:]. During the transition
period shown in Fig. 4 (b), the arytenoid
cartlidges gradually seperate and the
maximum glottal opening is getting
larger. At the 1later period in the
figure, the vocal cords are still
vibrating but the right and left vocal
cords do not contact. It can be seen in
the speech wave that, corrsponding to the
observed vocal cord vibration, there is
a modulation of the amplitude of the
noise in the speech signal.

Summary

We have developed a new method of
high-speed digital image recording system
using laryngeal endoscopes and image
Sensors. The system is compact and
simultaneous recording of speech and
other physiological signals can be
performed very easily. The system using
a fiberscope realized observation of the
vocal cord vibrations during consonants.
We Dbelieve that the system is useful for

the study of the voice source
characteristics in various mode of
phonation.
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ABSTRACT

Speech synthesis by waveform concatenation has been the
subject of many attempts with fairly low quality results. We have
reformulated the approach and found its potential to natural and
personal-sounding speech by rule-based synthesis. Our study in
Finnish and Polish shows that the method called microphonemics
could be implemented by standard micro-processors and D/A-
converters without any expensive signal processing hardware.

The main problems to be solved in the microphonemic
method were the interpolation of pitch-sized phoneme and
allophone units in wide formant transitions, the synthesis of
fricatives and some other consonant classes, and the control of
pitch and intonation. We found that the waveform interpolation
works if the formant transitions are narrower than 2 Barks
(critical bands), which implies the use of intermediate units in
wide transitions. Fricatives are realized by time-randomized
selection of 10 ms signal units from 50 ms unvoiced prototypes.
Pitch and intonation problems can be solved by several
windowing techniques in the formation and concatenation of
pitch-sized units. The paper describes our experiments and pro-
poses synthesis-by-rule strategies for implementation.

INTRODUCTION

The methods of speech signal generation in speech
synthesis are often divided into two main classes: model-based
source-filter models (formant and LPC-synthesis) and waveform-
based time-domain synthesis methods. The advantage of model-
based synthesis is the flexibility of generating an infinite number
of signals according to parametric controls that can be computed
by rules, tables etc. This has become the major method especially
in speech synthesis by rule.

. Time-domain synthesis can be based on a collection of
varying sized speech signal units like waveform cycles, pitch
periods, sound segments, phonemes, diphones, syllables etc.,
taken from real speech. Concatenation of speech samples is a
simple method that has been used in synthesis experiments of low
to moderate quality. In principle the sound quality could be very
high if it were possible for enough samples of natura] speech to
be stored and carefully combined. This method takes more
memory than the model-based synthesis but otherwise it is not as
complex and arithmetically intensive.

A well known example of time domain speech synthesis is
the Mozer method /1/, where pitch-period-sized%ergt:otygc units of
real speech are manipulated to take as little memory as possible
but are still able to be reconstructed in an intelligible form. This
moderate quality, low bit rate method is used in some limited
vocabulary synthesizers. Our experiments show that the tricks
like zero-phasing the signal to lower the bit rate tend to remark-

Matti Karjalainen
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ably reduce the quality and speaker identity. The phase properties
are important to be retained for very high quality, natural sound-
ing speech in a similar way as in multipulse LPC-coding /2/.

The term "microphonemic method" that is used in our
study was adopted from early experiments of similar principles in
Poland. Patryn /3/ synthesized with phonemic units without
transitions and pitch changes. His work was continued by
Kielczewski in his doctoral thesis (1979). This microphonemic
method applied pitch changes for intonation and transitions by
mixing parts of neighbouring phoneme prototypes. Lukaszewicz
et al. have worked on the method at the Institute of Bio-
cybernetics, Warsaw, since 1980. Their synthesizer has found
applications in a talking typewriter and a talking calculator.

The quality of speech in all of these synthesizers has been
low to moderate. The objective of our study was to find methods
to overcome the inherent difficulties in concatenating speech
waveforms. Our experiments show that it is feasible to develop
simple and inexpensive synthesizers with natural and high-quality
human-like characteristics. This concerns also speech synthesis
by rule with unlimited vocabulary,

PROBLEMS TO BE SOLVED IN THE USE OF
SPEECH WAVEFORM CONCATENATION

. The microphonemic method is based on modelling the time
domain signal by using a dictionary of prototypes. These are
derived from natural speech utterances and their size can be of
different lengths. It is possible to store whole words, syllables,
phon_emcs (allophones) or shorter segments. Using a dictionary
of microphonemes and several rules it is possible to generate
synthetic speech by concatenating prototypes one after another.
Waveforr.n.mtcrpolation and concatenation are applied to realize
the transitions between consecutive units. There are several

problems that need to be solved in order to obtain high quality
synthetic voice, e.g.: :

* realizing dynamic and static variations of the units, especially
in the generation of smooth and natural transitions between

consecutive segments and phonemes,

syntl_lcsning consonants, like tremulants (Finnish /th, etc.,

modifing parameters to control intonation, stress and rythm,

determining the prototype set which is needed for a- good

representation of natural speech,

*  extracting these prototypes and their positions in the uttered
speech examples, . )

formulating a good strategy when using waveform concate-

nation for synthesis by rule,

*

. Some of these problems were studied by us at the Helsinki
University of Technology, Acoustics Laboratory, by using the
following experimental techniques. :
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WIDE FORMANT TRANSITIONS

The first problem to be solved in high quality waveform
cdncatenation is to realize formant transitions e. g. in diphthongs
(like /ui/ in Finnish) and in glides. The original idea of the micro-
phonemic method was to apply simple linear interpolation from
one pitch prototype to another by amplitude mixing (see Fig. 1).
In our experiments we found that this works satisfactorily only if
the glide in formant frequencies is less than 2 Barks (critical
bands). In wider transitions, the amplitude-based interpolation is
not sufficient to introduce a perceptually acceptable formant
movement effect. For highest quality speech even 1 Bark
transitions may be needed.

gain . .
transition region

———

protot proto2

—— 1 [l /] 1 b I i i bl }

T T ] 1 1 L) t (tir;]e) ¥

pitch periods

Fig. 1. Linear amplitude-based interpolation between
two pitch-sized prototypes to simulate formant
transitions.

If the formant distances between sound segments larger
than 2 Barks are needed, some intermediate prototypes should be
used to interpolate through (see Fig. 2.). It was possible for all
transitions found in Finnish and Polish to be synthesized in this
way.

gain

transition region

i
inter-
mediate

proto
NS

—— Il 1 i |
1 T L] T 1

pitch periods

(time)

Fig. 2. Linear amplitude-based interpolation between
two pitch-sized prototypes with an intermediate
prototype.

SYNTHESIS OF CONSONANTS

Many consonants need special processing. Short non-
repetitive units like bursts in stop consonants can be stored as
direct waveform segments and as several variants in the context of
different vowels or vowel groups. Sometimes the effect of
neighbouring consonants must also be analyzed and the context
stored for synthesis.

Fricatives need special treatment, too. Prototypes of about
50 ms in total length were found to be suitable and 10 ms units
from them were randomly taken for concatenation. The same

interpolation rule as in vowels can be applied. Most voiced
consonants behave in the same manner as vowels except that the
variability according to the context is only higher.

PITCH AND INTONATION CONTROL

Prosodic features reveal some difficulties in con-
catenation. A simple and fairly successful method to control
intonation is the use of minimum-pitch-period-sized prototypes
and insertion of zero-signal segments to obtain the desired
effective pitch for each moment (Fig. 3). A suitable windowing
technique and the overlapping mixing of pitch periods could
improve the results still further (Fig. 4). Timing is controlled by
counting a proper number of pitch periods.

J— H ! I 1 l
! I total | ! L
period increasing FO -»

i
proto zero

Fig. 3. Zero signal insertion as a method of controlling
Dpitch in concatenation.

gein increasing emplitude

A\

pitch period windows

raising pitch -»

Fig. 4. Overlapping window summation in pitch control.

EXPERIMENTAL STUDY

About 70 Finnish and Polish phoneme pairs, concentrating
on the synthesis of diphone-like transition segments, were studied
experimentally by the microphonemic method. Some other larger
units (syllables, words) were also modeled.

A microprocessor-based signal editor (SPS-02) was used
to extract the prototype units from real speech. The same editor
system was furtherapplied to scale the amplitude, adjust the pitch
period and to mix the prototypes for concatenation and synthesis
experiments. Another analysis system, ISA /4/, with auditory
spectrum and spectrogram display was used to pick up the best
positions of the prototypes and to compare the original against the
synthetic speech examples. The principle of the auditory model
for this analysis is presented in /5/.

Prototypes from the original specch were used to model the
phoneme pair transitions with two different principles of
prototype selection. The first one was for producin g intelligible,
moderate quality speech with a minimum number of prototypes
which were located in the middle of the quasiperiodic steady-state
phonemes and one prototype in the middle of the transition.
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The other method was to produce higher quality speech
with a larger number of prototypes. This was accomplished by
choosing the prototypes at each point where the formant
frequencies started to change. If the change was larger than 2
Barks an extra prototype between the starting and ending points
was taken. The maximum difference in any formant transition to
be interpolated was always less than 2 Barks. A prototype was
selected also at the points where the formants changed their
direction of movement. For a full synthesis system some of the
intermediate prototypes may be selected so that they can be used
in several contexts.

As an example, the number of prototypes in the Finnish
diphthong /ia/ was three for intelligible and seven for high quality
speech. The maximum number of prototypes was never larger
than nine for any diphone-like unit. The size of a prototype was
usually equal to one pitch period. However, in the case of stop
consonants the length of a prototype was two to five times longer
and for fricatives five times longer. '

Fig. 5. shows the auditory spectrogram of the original
diphthong utterance fia/ with the related loudness function.
Vertical lines with the capital letters A to C mark the positions of
the prototypes in the lower-quality experiment. The auditory
spectrogram of the synthesized version is shown in Fig. 6. Lines
related to digits 1 through 7 in Fig. 5 indicate the places of the
prototypes in the case of the highest quality reconstruction. The
corresponding auditory spectrogram is in Fig. 7.

. The pitch-sized prototypes from real speech naturally in-
herit some speaker-specific features and personality of the voice,
The time-domain signal carries the tone quality features related to
the detailed amplitude and phase spectrum. Our experiments show
that the phase, especially rapid phase transitions can be very
mportant to the naturalness of some allophones (nasals, liquids
etc.) and their combinations. The prototypes may also include
1nhe§'em pitch and amplitude data of the allophones that will be
modified according to the context during the resynthesis.

MICROPHONEMIC SYNTHESIS BY RULE

Lukaszewicz et al. have implemented a low-to-moderate
quality rule-based microphonemic syntesizer in Polish with some
practical applications. The objective of the present study was to
find the feasibility of the microphonemic method in high-quality
synthesis by rule. Because of the relative high storage required
and the tedious prototype preparation the method is not as well
suited to limited vocabulary synthesis. -

The synthesis process in microphonemics consists of the
concatenation of precompiled prototype units with some context
dependent modification rules applied to the prototypes. When
compared to traditional model-based parametric synthesis this
means more like operating with discrete symbol-like units instead
of continuous-time control parameters. Some arithmetic and
numeric computation can be avoided in this way.

] The higher levels of text-to-speech synthesis transform the
Imput text to a string of phonemic symbols. This process is very
language depcndent._ In Finnish it is almost a one-to-one mapping
from graphem_e string to phoneme string with some prosody
control analysis /6/, while €.g. in English it is a much more
complicated task. The assembly of microphonemes into speech
signals by phonemic level control information follows the same
guidelines in all languages. A set of rules defines how the proto-

In our semimanual experiment we used a special notation

to describe the assembly of microphonemic units. The following
forms were used:

Bark
20
16 g onll

Loudness -1 ™~

196 256 315| |dra| | «bal  [ag S52 612 671 me

Fig. 5. Auditory spectrogram of the original speech,

(Finnish lia/)
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Fig. 6. Auditory spectrogram of the lower-quality
reconstruction by the microphonemic method
with three prototypes (A, B, C in F ig.5.)
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Fig. 7. Auditory spectrogram of the higher-quality
reconstruction by the microphonemic method
with 7 prototypes (1 to 7 in F, ig.5.)
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x means a phoneme

. is a transition region

X]1Xp. is one prototype (one pitch period) which was taken
from the beginning of a transition between X1 and
X7,

X1.X) 0!216 prototype taken from the middle of the transition
between x1 and x;

X{Xy ' one p(riototypc from the end of the transition between
x1 and x

n(...) inlteger tg show the number of repetitions of some
units, e.g. 5(x1.xp)

n(-) n (integer) periods of linear interpolation of two
neighbouring prototypes, e.g. 4(-), - equals to 1(-).

By using this notation we can express phoneme strings in
the way of the following (Finnish) examples:

fai/ -> 12(.@a) 5(-) ai 5(-) 10G.@)
Janna/ -> 17(.@a) 15(.an) 9(na.) - n.a - 15(2.@)
/folli/ -> @.0 5(-) ol. 5(-) 6(.0l) 5(-) 6(1i.) 3(-)
Jdi - 8(.@) 3(-) 10(i@)
where symbol @ denotes space (pause).

This notation could be developed towards a formal rule
language to be used in the implementation of the rule-based
synhesis. It should also be possible to express the prosody-
related conrrol information, durations of the concatenated units
(instead of counting periods), relative pitch and amplitude, special
effects etc. To do this, the basic unit in the language could be an
event object that contains fields or slots for different properties
and relations.

The automatic generation of speech from phonemic code
could proceed as follows. A rule-based match of the phoneme
code to a set of templates is carried out to give the best candidate
string of allophonic units and corresponding microphonemic
prototypes. Slot values related to prosodic features are filled
based on context-dependent prosody rules. An experimental study
of this kind is under development.

IMPLEMENTATION ASPECTS

An estimate of the memory capacity that is needed for
prototypes in a moderate-quality synthesizer (Finnish) is: some 30
"phonemes", in average § variants (vowel contexts), and the same
amount of intermediate prototypes. This results in a total number
of about 500 units, each of 12ms in duration times 14 samples/
sec (8 bits), which amounts to less than 100 kilopytes. At the
level of present ROM-memory technology it is feasible to use up
to 256 kbytes of memory for the prototype storage and synthesis
rules, thus achieving high-quality synthetic speech with personal-
sounding voice.

A single microprocessor like the Motorola 68000 is capable
of doing this synthesis in real time. Serial and/or parallel ports are
needed for input and a single D/A-converter (8 to 12 bits) with a
reconstruction filter may be used to form the analog output.
Another possibility is to design with multiplying D/A-converters
S0 as to avoid software multiplications for amplitude scaling in the
interpolation. The microphonemic method is also well suited to
software-based speech synthesis in microcomputers with special
D/A-hardware to support fast analog output. The software for the
microphonemic synthesis by rule can be based on the manipu-
lation of prototypes along the guidelines stated earlier.

The selection of the prototypes during the development of
the system is a laborious and critical task that is difficult to be
automated. A semiautomatic segmentation algorithm and pitch
period detector could help if the voice of several speakers must be
modeled. We are working to create two different development

systems to continue the studies on the microphonemic method.
One will be based on a personal computer, another in an artificial
intelligence programming environment.

CONCLUSIONS

Our experiments showed clearly that the microphonemic
method by waveform interpolation and concatenation has potential
for high-quality speech synthesis by rule. Its main technical
advantage is that no computationally intensive signal processing is
required. To achieve the highest-quality results optimal extraction
of prototype segments from real speech and a good strategy for
rule-based concatenation is needed. Auditory spectra and spectro-
grams were found important in the extraction process to find the
best segments that meet the requirements of human auditory
perception. :

REFERENCES

/1] Costello B.C., Mozer F.S., Time-Domain Synthesis
Gives Good-Quality Speech at Very Low Data Rates.
Speech Technology Sept/Oct. 1982, p. 62-68.

f2/ Atal B.S., Remde J.R., A New Model of LPC
Excitation for Producing Natural-Sounding Speech at Low
Bit Rates. Proc. of ICASSP-82, Paris, p. 614 - 617.

/3/ Patryn R., Transitionless Synthesis of Speech. Acoustica
Vol. 48 (1981) no. 4, p. 275-276.

/4] ISA, Intelligent Speech Analyser, Instruction Manual, Vocal
Systems, Finland, 1987.

/5/ Karjalainen M., A New Auditory Model for the
Evaluation of Sound Quality of Audio Systems. Proc. of
ICASSP-85, Tampa 1985, p. 608-611.

/6/ Karjalainen M., An Approach to Hierarchical Information

Processes with an Application to Speech Synthesis by Rule.
Ma 29, Acta Polytechnica Scandinavica, Helsinki 1978.

Se 99.1.4 51



2

High—Quality Speech Synthesis Using Demisyllables and a Variable-Frame-Rate Vocoder
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Abstract. An experimental high-quality speech syn—
thesis system I8 described. Demisyllables are used
as phonetic units for concatenation; in a first step
it is shown that 1665 demisyllables requiring about
0.5 MByte of memory at a data rate of 7.2 kbit/s
are sufficient to synthesize a very large German
vocabulary. To generate the output speech signal,
a special variable-frame-rate vocoder synthesizer
is implemented.

1. Introduction

Text-to-speech synthesis systems principally con-
sist of three major components: 1) an orthographic-
to-phonetic transcription (including prosody con-
trol); 2) the concatenation block; and 3) a vocoder
synthesizer. Usually the output of the orthogra-
phic-to-phonetic transcription block is a string of
Phonetic symbols plus a number of special charac-
ters for prosody control. The concatenation com-
ponent converts this string into a data stream of
vocoder parameters which are then transformed
into synthetic speech by the vocoder synthesizer.

In the last years work on speech synthesis has
concentrated upon higher-level tasks, i.e., ortho-
graphic~to-phonetic transcription and prosody con-
trol. Nevertheless, there are still a number of
unsolved problems in connection with concatenation
and even with the vocoder synthesizer; due to
these problems, the quality of synthetic speech
may still be unsatisfactory even for synthetic
utterances with a well-modeled prosody. This paper
deals with possibilities of improving the quality of
synthetic speech by optimizing the concatenation
block (Dettweiler, 1981, 1984) and by designing a
vocoder that is particularly well adapted to a

:gseg;;h synthesis system by rule (Heiler, 1982,

2. Concatenation System for Demiayllable Elements

Concatenation i8 a central problem in any system
for speech synthesis by rule. It provides the link
between the phonetic level 'and the parametric level
of the system. In practice concatenation is control-
led by a set of rules that act upon a data base of
speech data. This data base may contain experimen-
tal data, such as tables of formant frequencies;
however, it may also consist of (parameterized)
natural speech. The design of the concatenation
component is determined by a tradeoff between the
number and complexity of the concatenation rules
on the one hand and the size of the memory re-
quired for the data base on the other hand. The
crucial question in this respect is that of the phon-
etic units to be applied.

2.1 The Demisyllable Approach

Besides phonemes and diphonemes, syllabic units
supply a viable data base for high-quality synthe-
sis by rule. The influence of coarticulation strongly
diminishes when a syllable boundary is crossed
(Fujimura, 1981; Ohman, 1966). When syllabic units
are used, the number of elements is minimized
when the syllables are split up into demisyllables
(DSs). Demisyllables as units of speech processing
were first proposed by Fujimura both for speech
recognition (1975) and for synthesis purposes
(1976). For German DSs were taken up by Ruske
and Schotola (1978) for a speech recognition sys-
tem; for synthesis by rule they were first used by
Dettweiler (1980, 1981).

Usually a syllable is defined to consist of the
syllabic nucleus (in German this is always a vowel
or a diphthong) which is preceded and followed by
a number of consonants, the so-called consonant
clusters (CCs). The consonants preceding the syl-
labic nucleus form the initial consonant cluster,
and the consonants following the nucleus represent
the final consonant cluster. A syllable is subdivided
into demisyllables by cutting it within the syllabic
nucieus. The initial CC and the beginning of the
syllabic nucleus form the initial demisyllable,
whereas the remainder of the nucleus and the final
CC make up the final demisyllable.,

2.2 The DS Inventory. Synthesizing Monosyllabic
Words :

A representative DS list for German was compiled
by Ruske and Schotola (1978; cf. also Schotola,
1984). The initial CCs contain from 0 to 3 conson-
ants, whereas up to 5 consonants may exist in a
final CC. The number of CCs is rather limited due
to linguistic constraints: we have to deal with only
51 initial and 159 final CCs {Dettweiler, 1984). Con-
cerning the syllabic nuclei, 23 vowels and 3 diph-
thongs must be taken into account.

Contrary to speech recognition, where the syl-
labic nuclei and the CCs can be treated separately
(Ruske and Schotola, 1978), the transitions between
the syllabic nuclei and the CCs are essential for
the quality of the synthesized speech; they cannot
be generated by rule and must be available as
stored data. For the complete DS inventory the
number of elements thus becomes

Nc = 26-51 initial DSs + 26-159 final DSs = 5460 .

Since coarticulation has a strong tendency
toward anticipating future articulatory gestures
(Delatt:.re, 1968; Fujimura, 1981), it is adequate to
establish the DS boundary within the first part of
the vowel. Fujimura’s proposal (1976) to place the
boundary' 50 ms after the beginning of .a vowel is
‘;;L‘l‘so1 )apphed In our system (Dettweiler, 1981; cf.

ig.1).
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/ftrox/ ' /*21¢/

Fig.la-c. Concatenation within the syllabic nucleus
(rule CR1). (a) Initial DS, (b) final DS; (c) complete
word after concatenation. The thick vertical l;ne
indicates the interconnection point; the smoothing
interval is indicated by the dashed lines. The
asterisk in the phonetic transcription refers to the
position of the syllabic nucleus

2.3 Inventory Reduction

To reduce the number of DSs, two ways seem _fez_as-
ible: 1) vowel substitution, and 2) further splitting
of CCs. Both these possibilities have peen used_m
our system; the most important rule bemg the prin-
ciple of rudiment and suffix (Dettweiler, 1981;
Fig.2). ) . ]

Certain consonants, when occurring in final
position of a DS, may be split off from the D_S_ and
form separate units, the so-called affixes (F}um;ura
et al.,, 1977). As the experiments suggest, fricatives
and stops in final position, like vowe!s in -the syl-
labic nuclei, represent a natural coartzcu_lanon bar-
rier; i.e.,, sounds following this barrier do not
(substantially) affect previous squnds. A splitting
scheme which is particularly effiment_for German is
the principle of rudiment and suffix (Dettvgeller,
1981, cf. Fig.2). A suffix is defined to consist of
any (existing) combination of the four co_nsonants
/%/, /s/, /{/, and /t/, whereas the remainders of
the final DSs form the rudiments. The hn.gulstlc
constraints of German state that once a suffix con-
sonant, i.e., cne of the 4 consonants n{imed above,
has occurred in a final CC, the following conson-
ant(s) of that final CC, if existing at all, must be
suffix consonants as well. .

In practice the rudiment is formed by uttering
a DS that contains the remainder of the consonan-
tal cluster (without any suffix consonant) plus' a
final /t/ and then removing the /t/ together with
the pertinent silence before the burst _(Flg.Zb).
Since the rudiment contains all t.he‘coartlculatory
influences by the following /t/, it is easy to see
that the rudiment and the final DS containing an
identical consonant cluster without the /t/ are dli_’—
ferent (cf. Fig.2a,b). Any rudl_ment and any sutfflx
may be simply concatenated without any smoothing
at the interconnection point. .

Using all these possibilities of inventory reduc-
tion, the total number of elements now decreases to
Nr = 1665. Note that these invenborsrh rsduct:::;i do
not degrade the quality of the synthetic sp .

Witfran avera(ée du);ation of 0.3 s per element,
the memory required for this inventory is lezs
than 0.5 MByte if a vocoder at 7.2 kbits/s is used.
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/ 'a*'/ /*am/

/xam./ Yavi

Fig.2a-c. The principle of rudiment and suffix. (a)
6 Ordinary consonant cluster: example /¥am/. ‘(b)
Rudiment and suffix: the DS /¥amt/ is split up into
the rudiment /*am./ and the suffix /t/ (the dotf_ed
line represents the boundary). (c) Concatenation
using rudiment and suffix: /*am./ |} /Af/ —> /*amf/.
Signals drawn with dotted lines represent DSs that
are needed to complete the word, but do not per-
tain to the DSs involved in rule CR2

2.4 Synthesizing Polysyllabic Words

Polysyllabic words contasin intervocalic consonant
clusters between subsequent syllabic nuclel.. This
requires additional rules for the concatgnaﬂon.of
CCs (Dettweiler, 1984). The procedu}'e is _carrlefl
out in two steps. First an intervocahc.CC is split
up into a final CC followed by an initial pC, anq
the CCs are joined to the respective syllabic nuclei
to form DSs. In the second step the DSs are con-
catenated.

The ICCs are split according to three r'ules.
Firstly, an intervocalic CC must always be split up
into a valid final CC and a valid initial CC. A CC is
regarded as valid if it is eontained in the DS inven-
tory. If this rule does not yield a solution, the D§
inventory must be enlarged. On the other hand, if
this rule provides several solutions, a second rule
states that the one solution is selected wherg as
many consonants as possible are grouped within
the initial CC. This "pragmatic” boundary takes
into account the anticipatory effect of co_artlcula—
tion; even when a DS boundary as established by
this rule, differed from a given morph boundary.
These two rules thus represent an adequate means
to split up intervocalic CCs without requiring mor-
phologic knowledge at _this level. .

When the intervocalic CC only contains one con-
sonant, a third rule switches the system into a
diphone mode by assigning this consonant to both
the initial and the final DSs.

The way in which intervocalic CCs are c_oncaten—
ated strongly depends or the consonants imvolved.
Due to lack of space, the individual rules’ cannot
be discussed here. A flow diagram is dgpxcted in
Fig.3; the labeling of the concatenatxop rules
(CR 3-12) corresponds to tha?. in (_Dgt.twaﬂer and
Hess, 1985); for an in-depth discussion, the reader
is referred to that publication.
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2.5 Realization of an Expt\?rimental System

An experimental system was implemented using a
12th-order standard LPC| vocoder with a constant
frame interval of 10 ms and a signal sampling fre-
quency of 10 kHz. For |data acquisition the DSs
were embedded in two-syllable meaningless words
of the form /<initial DS>§ar/ and /gat<final DS>/;
the DSs were manually delimited using a display
program and an interactive segmentation procedure.

Compared to systems that use phonemes as units
for concatenation, the number of concatenation
rules in this system is extremely low, and the
quality is much better. In an intelligibility test,
Dettweiler (1984) showed that the median wcrd
intelligibility dropped from 96.6% for vocoded
speech to 92.1% for the DS synthesis system (using
the same vocoder). The quality of the vocoder
§peech and the demisyllable synthesis system were
judged to be almost the same. However, there were
still a number of systematic confusions of frica-
tives, st_xch as /s/ and /f/; some other errors were
due to incorrect segmentation of the demisyllables.

Systematic errors due to the concatenation rules
were.not encountered.

3. High~Quality Variable-Frame-Rate Vocoder

Since Dettweiler’s experiments (1984) showed that
even a rather high-quality vocoder may be a
source of systematic intelligibility errors, it is use-
ful to redesign the vocoder and to adapt it to the
spiacw.l requirements of the synthesis system by
rule, '
Usually vocoders are designed for the purpose
of parametric speech transmission. Important cri-
teria are rqbustness, good performance even in
adverse environment, and real-time operation. If a
vocoder, however, is to be optimized with respect
bo'sp(_eech quality” at a given transmission rate, the
principle of variable frame rate (VFR) vocoding ‘est
fulfils this requirement (Huggins et al., 1977). 11 a
VFR vocoder the frame rate is adapted to the speed
of articulatory movement; i.e., frames are selected

and transmitted in rather large time intervals dur-
ing stationary segments such as vowels, whereas
the frame rate during rapid transitions is rather
high. This principle is not well suited for transmis-
sion purposes since it is rather complex in the
analysis part; in addition, it may introduce a sub-
stantial processing delay which is intolerable in a
dialog. In a speech synthesis system by rule, how-
ever, the requirements are substantially different.
Analysis of the input data is done off line (even
manual interaction may be permitted) and with
high-quality data; thus the analysis algorithms may
be sensitive and complex. In addition, the question
of the processing delay is irrelevant here. Such a
system is thus extremely well suited for this kind
of application.

Heiler (1985) developed and optimized the so—
called "evolution strategy" (Fig.5) for selecting the
frames and approximating the parameters to be
stored. In this algorithm an utterance (e.g., a DS)
is regarded as one unit. Predetermined are 1) the
number of frames to be selected, 2) the interpola-
tion procedure for the frames which are not selec-
ted (a combination of linear interpolation and simple
repeating of the most recent frame proved to give
the best results), and 3) the approximation strategy
for the parameters at the selected frames. The
algorithms starts with the two frames at the begin—
ning and end of the DS that must be selected. The
third frame is positioned in such a way that the
accumulated approximation error becomes a minimum
over the whole utterance. Then another frame is
looked for (with the frames kept constant that were
already selected) according to the same criterion;
this procedure continues until the desired number
of fralqes have been obtained. Due to the successive
approximation, however, the selection of frames is
not yet optimal. For further optimization one more
frame is now added to the selection. To keep the
number of frames constant, the algorithm then re-
moves the one frame whose removal contributes
least to the global approximation error. If the re-
moved 'frame is different from the one which was
added in that step, this results in a frame shift; if
it is the same, the optimization is terminated.

54 Se 99.2.3

Fig.4. Vocoder configuration for speech synthesis
by rule. The analysis (components above the
dashed line) is done offline
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Fig.5. Example for the evolution strategy for a VFR
vocoder system. After Heiler (1985)

In subjective listening experiments Heiler (1985)
showed that, compared to a vocoder with constant
frame rate and no parameter optimization, this VFR
Principle permits reducing the bit rate by a factor
of 3 without a perceptible loss of quality.
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HIGH QUALITY SYNTHESIS OF VOWELS

Leonid Chudnovsky, Vecheslav Ageyev

Institute for Information
Transmission Problem
Moscow, USSR 101447

ABSTRACT

A problem concerning synthesis of isolated
Russian vowels is described. Approximation of
excitation source functioning is at the centre

‘of attension.
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During vowel synthtsis attention is focused
on vocal tract (modes) frequency values. Excita-
tion source is approximated by a triangular fun-
ction subjected to three jumps of a derivative
in piteh period C11. That approach doesn't pro-
vide a hish cquality synthesis and thus causes
intelligibility deeradation in additive noises.
Somewhat better synthesis results are achieved
for a more composite tinle function of the vowel
excitation source [2].

Natural sounding and intelligibility of syn-
thesized vowels can be improved due. to taking
into consideretion the real features of vowel
excitation sources. One may get an'idea of the
excitation sources from vowel oscillograph tra-
ces using the inverse filtering technicues. To
solve that inverse problen it is necessary to
know such vocal tract parameters as a quality
factor and mnoda frequency. A compensating me-~
thod based on instant frequency 'measurement - of
a filtered speech signal has been used for noda
frequency calculation (31, It was continued by
signal frecuency filterina in order to extract
formant.oscillations. Low-pass filters have be-
en used for the extraction of the first formant
and band-pass filters for the extraction ‘of
other formants. The cut ‘steepness of a filter
respounse characteristic has accounted for no
less than 48 dB/octave outside the transparence
band. A quelity factor of the extracted formant
oscilla;ions has been calculated using an analy-
tical signal envelope f43. Algzoritn [4] has be-
en modified to imnrove conputing accuracy of a
quality factor. After the extraction of formant
oscillation P« (%) and the calculation of the
quality factor Q« and the’ vocal tract moda
frequency wWyg it is possible to regenerate the

moda  excitation source from the follo-
wing equation (23

P+ 25 Relt) Wit (25, VI8 () = £ (0) o

The excitation source of the formant oscillati-
on fx is related to the vowel excitation so-
urce § in the following way :

$elt)= S Le() () dE @

where / k(t)‘ is a filter pulse response for
extraction of the K -th
formant oscillation. )
Equation (1) may be used for speech synthesis
as well.

Excitation sources of 5 Russion vowels "a",
"3 ", "o","y","U" have been experimentally studi-
ed. The extracted excitation sources of the
first formant oscillation can be conventionally
devided into two groups: the first eroup for
the sounds ™a" and "3", and the second grouy
for the souncs "o","y" and "W". The first gro-
up of excitation sources represents %o succes-
sive pulses with different amplituces ~with the
time  interval 4-6 ms and each .pulse duration
1-2"ms. The second pulse amplitude and its de-
lay time with respect to the first pulse are re-
lated to the quality factor and the first moda
frequency in such a way that the second pulse
stops its free oscillations which appeared af-
ter the first pulse. The second group of excita-
tion source is represented either by a single
pulse with 1.5-2 ms duration or by two multy-or
unidirectional pulses of the same duration with
the second pulse time delay 1.5-2 ms, or by the
three pulses of alternating direction with the
duration 1.5-2 ms and the time delay 1.5-2 ms
and 3-4 ms correspondingly. Excitation source
of the sound "y" has one peculiarity. The rege-
nerate excitation sources of the first moda and
the extracted signal of the first formant oscil-
lations are identical.

During vowel synthesis excitation pulses ha-
ve been approximate by the following function :

}'(t)=/Z(f'T)l/‘tl(*-T)J‘expf-ff’(%)zl‘1} 2

where 227 -is a pulse duration;

g t) -is a unit function.
The synthesis resulted in high intelligibility
of the vowels "a', 3", "o" My" “Llhen represented
by single formant oscillation. Increase in the
number of formant oscillation causes intelligi-
bility inprovement. For acceptable intelligibi-
lity of the synthesized vowel "M" it should be
recresented by two formants. The first moce ex~
citation sources with the reduced npulse dura-
tion have been used for higher vocal tract moda
frecuencies (3). The duretion reduction factor
for the K -th moda has been selected equal to
the ratio w‘/lJK
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Fig.l shows the excitation sources oscillograph
traces of the first formant Fea (t) , Fo3 (t)
;jo(t) . ;1’ (t) , Ftu (t) and of"tRe“s$cgn2 fog
mant Fp4 (t) for the sounds "a","3","o","y",

"u".
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Fig. 1. The excation sourcqf‘?t.ﬁpe
synthesized sounds"a","”3",
"O","y","“".

i the synthesized sing-
{25fgi;;itosg:z?st£253333f"o","yz and the two-
formant vowel "W" are shown in Fig.2. ]

Natural sounding improvemt of the syn?hes1zed
vowels is achieved with due regard for time va-
riation of the excitation source parameters of
each moda fn(t). Test data analysis has sﬁown
that tne vowels excitation sources are subjec-
ted to different transformations , i.e. abrupt
transformations with the time interval of
30-100 ms and slow period-by-period tra?sfor?a-
tions. The vowels excitation sources which dif-
fer in their voice onset time with open or clo-
se vocal bands are well differentiated.
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1 o(t)

| [\ »
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\V/\//\v/\v/\v/\v/\ﬁt

Fig. 2. The synthesized sounds "a",
"3"’"0"'"y"’"“".

Fig.3. shows the extracted excitation sourcef
of the first moda fia (t) and fiu (t) of the xol
wls "a" and "W". The phonation of the"vozel 'a

initiates with close and of the vowel "W Ylth
open vocal bands. Due to the extracted exc1t?-
tion source it has been found out that the voi-~
ce onset time with open vocal bands and the ces=
sation of phonation (Fig.3) have the same time
structure and -are practically speak?r indepen-
dent. To achieve the vowels high qua}xty synt@e-
sis with due regard for the source s%gnal varia-
tion the function has been approximated w1th
the \help of the tables.
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Fig. 3. The regenerated excitation
sources of the first moda

of the sounds "a" and "WY".

The usage of excitation sources peculiariti-
es and their relationship with vocal tract para-
mters gives an opportunity to achieve the high
quality synthesis of vowels and speech as who-
le.
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A HARDWARE-SOFTWARE SYSTEM FOR DESIGNING HIGH-QUALITY SPEECH COMPILING SYNTHESIZERS

ALEXANDRE GORODNIKOV

All-Union Research Institute
for TV and Radio Broadcasting

Moscow, USSR 123298
ABSTRACT

Nowadays, the highest possible pho-
netic quality of synthetic speech can be
provided by compiling speech synthesizers,
Proposed is an appropriate hardware-soft-
ware system for their computer simulation
end design. As an example of practical
implementation, basic parameters of a
high-quality speech synthesizer of the
"speaking clock" type to be used in radio

broadcasting are presented,

INTRODUCTION

Of different types of synthesizers
available, it is the so-called compiling
Synthesizer which guarantees the highest
Possible quality of synthetic speech,
and, consequently, boasts the greatest
versatility. The synthesizer is based on
& solid-state memory containing speech
Slgnals in a digital form. The set of
8ignals congists of specially selected
Speech elements like phrases, words,
Syllables, or coarticulation units which,

being reaq out from the memory in a pre-

MEELIS MIHKILA

TOOMAS TAGO

Computer Design Office, Institute of
Cybernetics, Tallim Estonia, USSR 200104

set order, permit to synthesize a cer=.
tain number of utterances.

Designing a compiling synthesizer,
the key problem is how to compromise
among different and even somewhat antago=-
nistic technical requirements, such as
the quality of synthetic speech, the vo-
lume of the vocabulary, the complexity of
the hardware part, dimensions, weight and
cost. To provide an effective solution to
the above problem, we have developed a
hardware-goftware system that serves well
for both research purposes and practical
applications in creating compiling synthe-
sizers. The system's hardware also in-
cludes a compiling synthesizer of the
"speaking clock" type for high-quality
speech synthesis.

THE HARDWARE-SOFTWARE SYSTEM

The system is based on a minicompu-
ter EC-1010, operating together with 12-
bit A/D end D/A converters, a bank of
filters, a tape recorder, and‘othef peri-~

pheral equipment., The system's reatures
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include: digital input of a speech signal,
extraction of the synthesizer vocabulary
units from a speech signal, computer simu-
lation of the synthesizer operation algo-
rithms, comparison of different methods
of speech signal coding and redundancy .
reduction, objective analysis and compa-
rison of prosodic characteristics and co-
articulation joints of synthesized
phrases., It is also possible to prepare
and store in the solid-state memory bulks
of labelled digital date and to check by
listening the acoustic quality of synthe-~
tic speech. Sampling frequency of the
speech signal input can be - depending on
the application ~ 10,16 or 20 kHz. A seg-
mentation program makes it poassible to
extract the wanted sentencs, word, or
syllable from a continuoué speech signal,
Thus derived speech elements are stored
in & database on disks. The next step
consists in the analysis and optimization
of the vocabﬁlary by means of synthesis.
The prosody of a synthesized sentence and
the intensity of the speech signal are
compared to the corresponding parameters
of an originally spoken sentence. Accor=
ding to whe context of the sentence, the
database is searchedvfor speech elemeﬁts
whose main pitch contour and intensity
most closely resemble those of thHe origi-

nal sentence.

WORD SELECTION FOR THE SYNTHESIZER
VOCABULARY

The highest possible quality of
synthetic speech can be achieved in case
the vocabulary consists of words and
phrases, However, this requires a large-
capacity solid-state memory, otherwise
the synthesizer shall have a rather limi-

ted vocabulary. As an example, we may

consider the vocabulary of a high-quality

speech compiling synthesizer to be used
for time ahnouncement in radio broadcas-
ting (the so-called "speaking clock").
Théf;énerél structure of the Russian time
announcement is as follows: "Moscow time
is ... 10 x (hours), 1 x(hours)... 10 x
(minutes), 1 x minuteg" or "It is noon/
midnight in Moscow", Thus, in order to
announce time with a minute's précision
round the clock one would need 1440 anno-
uncements, each structured according to
the above pattern and being 4-6 words
lbng. The entire file of speech units
used for time announcements would com-
prise 8592 words with a total duration of
183 min. Obviously, the vocabulary of a
"speaking clock" should be considerably
smaller in order to provide both a tole-
rable degree_of_complexity and a reaso-
nable cost of the synthesizer. |

A prosodic analysis of the original
time announcemets carried out by means of

our hardware-software system showed that
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abrupt changes in the pitch contour are
observed mainly in the middle of the sen-
tence in the words "time" and "(10 x)
hours, (1 x)hours", where the pitch rises
at the end of the word, and also in the
sentence~-final position in the words
"(10 x)minutes, (1 x)minutes" where the
pitch falls., The words carrying quantita-
tive temporal information (i.e. numerals)
can be dividgd into stressed and un-
stressed ones. In long words, however,
changes in the pitch and signal intensity
are relatively small, therefore the
stressed vs. unstressed dichotomy is not
worthwhile in this case. The above find-
ings, alongside with the fact that most
of the words displey a high repetition
rate across different announcements en-
abled us to considerably reduce and opti-
mize the synthesizer vocabulary. The re-
sulting vocabulery for round-the-clock
time announcement service in Russien com-
Prises 43 words with a total duration of

233 sec.

THE COMPILING SYNTHESIZER OF THE
"SPEAKING CLOCK" TYPE

Prior to its practical implementeti-
on, the "speaking clock" design was simu-
lated and optimized by means of our hard-
ware-software system. The high acoustic
quality of the announcements was achieved
by 12-bit digital speech conversion with
the 16 kHz sampling frequency. In order

to economize the solid-state memory sto-
rage capacity, speech signals were DPCM-
coded. The data~transmission rate was
therewith 128 kbit/sec and speech signals
were digitally encoded in the format of
8 bits per sample.,

Figure 1 represents the block dia-
gram of the compiling synthesizer. There
are four main units: an electronic clock
and a keyboard controller based on a one-
chip microcomputer, a control and display
panel, a CPU, and a solid-state memory.
The overall dimensions are 475 x 280 x

x 440 mm, the power consumption is 60 W.
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Fig. 1. The structured scheme of the compiling

synthesizer.
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COMPILATION "SYNTHESIS OF SéEECH

G.D.FROLOV

16th Parkovaya Str. 27-205
Moscow, USSR, 105484

The compilation synthesis of speech based
on clipped signals is founded on a detai-
led analysis of the mutual position of ze-
ros of a speech signal.The information
used for the synthesis of speech is ex-
tracted from the speech signals of a defi-
nite speaker.Different minimal items are
used for the compilation synthesis - words,

Byllabels, segments,phonemes.The best diver-

sity of synthesized speech is achieved
with tiny items,such as syllabels,segments,

Phonemes.To obtain high quality synthesized

Speech it is necessary to do the following
Preparatory work: define the stressed vo-
Wel of the word; define the prosodic fea-

Yures; define the syntactic stress.The pre-

Paratory work with the original text is
carried out according to the symtactical,
€rammatical and phonetical rules of the
Russian language.

As the pronunciation of a separate letter
in the Russian language depends not only
on the surroundings but alsoc on its rela-
tional position to the stressed vowel, it
1s necessary to single out,in the originmal
text,groups of words having similar stres-
8es.Such a group of words corresponds in
oral speech to a phometic word.We call it

a8 stressed group.To single out these stres-

sed groups and to define the stressed vo-
%el in them we must prepare the following
Starting data:

1.Multitude C of permanent components of a

Word form,where c(1) is an element of multi-

tude C.A permanent component is understood

BASED ON CLIPPED SIGNALS

I.M.YEFREMOVA

Zhukovskaya Ave., 13-75
Zheleznodorozhny 2
Moscow Region, USSR, 143980

as a most frequent beginning of the gram-
matical forms of the given word.Each ele-~
ment ¢(1) 1Is put into correspondence with
the number of the stressed vowel of the
word (or with the number zero if the num-
ber of the stressed vowel changes at chan-
ges of the word form) and with a reference
to the reciprocal element of the multitude
V,described below.

2.Multitude V that consists of variable
components of the form of a word.A variabl
component of a word form is understood as
a complex of all parts of a word form af-
ter depriving it of its permanent compo-
nents. If in a word form there 1s no vari-
able component,the sign "+" is inserted at
its place in multitude V.If the stress in
the word form changes,the element of the
variable component is put into correspon-
dence with a number that shows the stresse
vowel number of the word form.

3.Multitude H of auxiliary words (prepo-
sitions,conjunctions,particles) that pre-
cede the significant word in the stressed
group. )
4.Multitude E of auxiliary words that
stand after the significant word in the
stressed group,This multitude includes
only particles.

S5.Multitude W of combinations of auxili-
ary words with significant words,where the
sress is put on the auxiliary word.Each

- element of the multitude W is put into

correspondence with the number of the
stressed vowel.
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For the description of the algorithm of
automatic determination of stressed vowels
we introduce the following designations:
RS - empty word;G(N) - isolated stressed
group.The original text is understood as
an aggregation of words p(1)...p(1i)...
p(m).Words are separated by blanks or by
Darks of punctuation and blanks.Further
¥e bring the algorithm metioned above:
1.Assume: L=1, N=1
2.Check: if L is bigger than mygo to 14
3.Check:if p(L) is an element of H,enter
P(L) into G(N) and go to 4,otherwise go
to 5
4.Check: if p(L),p(I+1) is an element of W,
the number of the stressed vowel is taken
from multitude W and go to 13
5+.Check: if p(L) is an element of E,enter
(L) into G(N), p1:=p(L-1),g0 to 6.0ther-
Wise check: if p(I+1) is am element of E,
eater p(L), p(L+1) into G(N), Ls=L+1,
P1:=p(L), if p(L+1) is not an element of
E, enter p(L) into G(N), p1:=p(L).
6.Check: if p1 is an element of C,go to 12
take number of stressed vowel from C.
Otherwise perform: c1:=p(L)
7.Take the last letter of the word c1 from
the right side and ada it to the left side
of the word v1.
B.Checks if ‘¢1 is an element of C,go to 7
9.Check: if v1 is an element of Qiwhere Q
is the sequence of elements of the varisble
Component corresponding with the permanent
component ¢1,g0 to 7
10.Find the number of the stressed vowel
in the wora P1 as follows: if in the multi-

tude C the number of the sressed vowel,which
is noﬁ Zero,corresponds with the element c¢1,
then the number of the stressed vowel in the

word p1 is found.If the number equals zero,
take the number of %he stressed vowel from
the corresponding element of multitude V.,
11.Compute the number of the stressed vo-
¥el in group G(N).Add to the number of the
stressed vowel of the word p1 the qQuantity

of letters in all auxiliary words that
Precede the word p1 in the stressed group
G(N)
12.Compute: N:z=N+1

13.Compute: L:=L+1 .Go to 2
14.End
After the automatic distributionof stres-
ses im the origimal text has been accom-
Plished,the automatic transcription of th
this text is performed. The primary data
for the algorithm of automatic transcrip-
tion are:
1.Number of stressed vowel in the word.
2.Alphabet A of Russian letters and cor-
Tesponding digital codes.The letters are
¢oded in such a way that operations of
substitution of symbols can be performed
as arithmetical operationms.
3.Alphabet T of transcriptional letters
and corresponding digital codes.
4. Multitude S,containing words that form
deviations from the rules of tramnscrip-
tion,numerals in the form of numbers,spe-
¢ial signs and symbols.Each word of this
multitude is put into correspondence with
its tramscrived word.
2.Function F(a)=t,that transforms words
written in letters of the alphabet A into
transeribed words in letters of the alpha
bet T. Further we bring the algorithm of
rapiq transcription:
1.From the origimal text a word is sepa-
rated.If there remain mo more words,go
over to position 6. .
2.If the separated word belomgs to multi-
tude §,1t is replaced by the correspondisg
tramscrived word and we go over to 1.
3.Each letter of the separated word is
Substituted by the digital code that coe-
Tesponds with the letters of alphabet A.
The stressed vowel of this word is re-
pPlaced by the corresponding digital code

and after it we add the digital code 100.
Now we designate the digital code of the
Teplaced letter or the digital code of the
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replaced letter and the code determining
the character of the stressed vowel with
a(i),where i represents the sequence num-
ber of the letter in the given word.

4.In the coded word a(1)... a(i)...a(n)
we replace a(i) or the aggregation a(i)
in accordance with the value of function
F,that 1s specified in the table for the’
Ccode,or the aggregation of codes of the
transcription alphabet,designating them
by t(J),where J represents the sequence
Dumber of the letter in the transcribed
word,

5.In the succession (oo ot(J)e.t(m) we
replace t(Jj) by the corresponding letter
of the alphabet Tyregarding the character
of the sressed vowel, ’

6.End.

The described algorithm allows to per-
form the transcription of any Russian
text at randonm according to the rules of
Russian phonetics. -

The most important word in a syntagm or
phrase,the stressed one, tends to occupy
& place in the end,that is why the defini-
tion of the syntagmatic stress is mainly
accomplished with an algorithm of deri-
vation of syntagms in the original text.
The algorithms developed for the deriva-
¥lon of syntagms and the definition of
Prosodic features are founded on the mor-
Phological, syntactical and semantic analy-
Sis of the text.Thé system of compilation
Synthesis of speech includes moduli of de-
rivation of segments,estimationof main
tone frequency and also a modulus for
adaptive connection of segments and means
of developing,storing and reflection of

Obtaineqd information about the speech sig-
nal,
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ORCHESTRATING ACOUSTIC CUES TO LINGUISTIC EFFECT
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ABSTRACT

A most convincing way to demonstrate that an

" acoustic property is a cue for the listengr
would be to find speech events that.constitute
minimal pairs with respect to that property,
but in nature such pairs are most unlikely. The
English words rapid and rabid are a minimal
pair at the level of the segmental phoneme,.and
are near minimal at the level of the phonetic
feature, but as many as sixteen acoustic_
properties are candidate cues to the lexical
distinction. Three properties lend themselves
to simple waveform editing: the duration of the
stressed vowel,. the duration of the closure,
and the glottal buzz vs silence of the closure
signal. Listener responses to stimuli having
natural values of these properties show that,
with a single exception, there was no decisive
effect on word identification prodiced by a
shift in the value of any one property. At
least two properties had to be changed to

achieve any significant effect.

Phonetic research nowadays considers the pro-
cesses involved in speech communication from a
wide variety of perspectives, but a central
concern remains that of identifying and charact-
erizing those features of the speech processes
that serve a message-differentiating function.
The phonetic analysis of a speech signal into a
temporal sequence of ''sounds,' as well 'as the
decomposition of those sounds into features,
provide a framework within which to specify the
distinctive properties that determine a particu-
lar interpretation of the signal. A coherent
account of a given, speech event, considered as
representative of a set of linguistically equi-
valent events, states the interrelations among
physiological, anatomical and acoustic patterns,
and the nature of their connection to the
listener responses they elicit. By far the most
attention has been given to finding the acoustic
cues to the linguistic message conveyed by a
vocal tract emission. The search has involved
the acoustic analysis of signals, the selection
of promising cue candidates, and the empirical
assessment of their cue value by the methods of
speech synthesis. Such evaluation of a feature's
cue value typically has involved the use of sets
of acoustic patterns designed to maximize the

likelihood that the feature of interest will
affect listeners' response behavior. The

number of acoustic pattern features that have been
found to have measurable cue value is uncertain,
and presumably with continued research along
established lines that number will only increase.
Clearly it is easier to show that a feature has
cue value than to justify a claim to the contrary
(the famous unprovability of the null hypothesis)

Most of the acoustic cues so far uncovered are
referred to as segmental cues, or even as cues to
particular phonetic features of segments. The
experimental data supporting their identification
are derived via some variant of the linguist's
"minimal pair" test. A most convincing way to
show that an acoustic property is a cue for the
listener would be to find speech events that
constitute minimal pairs with respect to that
property, but in nature such pairs are very
unlikely. The English words rapid rabid make a
minimal pair at the level of the segmental phoneme,
and an almost minimal one at the level of the
phonetic feature, but as many as sixteen acoustic
properties are candidate cues to the lexical
distinction. It is not certain, however, that any
one of them is an independent cue, i.e. one that
is capable of signaling a lexical distinction by
itself. Even if a given acoustic property can be
shone to have such power to affect perception, it
need not be true that this property functions,
independently in nature.

Here I want to report some listener responses to
sets of stimuli derived by waveform editing of
some naturally produced tokens of rapid and rabid.
Three properties served as experimental variables:
the duration of the closure interval, the glottal
buzz/silence difference during closure, and the
duration of the pre-closure vowel. Unlike many
tests of this kind, in which the values assigned
a variable range over a span in steps of a size
designed to establish category boundaries, in the
tests reported on here each variable was given

just two values, each chosen on the basis of
naturalness. ‘

A token of each of the sentences I think it's
rapid and I think it's rabid was recorded by 2
speaker of a central eastcoast variety of
American English and stored on computer. A wave-
form editing program was applied to produce 2
total of sixteen different acoustic patterns. The
durations of the intervals corresponding to the
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labial closures were set to values of 60 and 120
msecs, these being typical of /b/ and /p/
closures for the speaker. The closure intervals

were either acoustically blank or filled with buzz

derived from the original /b/ closure. The pre-

closure intervals, from the cessation of the noise
interval marking the /s/ preceding the target word
to the beginning of closure, were set at the fol-

lowing values:-for derivatives of-rabid:-270 msec,

the original value, and 230 msecs; for rapid
derivatives: 190 msecs, the original value, and
230 msec. The common value of 230 msecs was
selected because it fell within the range of
natural values for both words in the sentence

context used. (Shortening the pre-closure span to

a duration of 190 msecs effected a noticeable
shift in vowel quality.) A test order in which
each of the sixteen stimuli was presented five
times, i.e. a random order of eighty items, was
presented to twelve native American English
speakers, all linguistically and phonetically
naive. Each test item was composed of an
acoustically invariant carrier I think it's
followed by the target word to be identified.
Listeners' responses were the following:

Source: rabid Operation % "rabid"
1) none 100
2) -voicing 95

3) +long closure 100
4) -long vowel 100

5) +long closure

-long vowel o7
6) -voicing
93
-long vowel
7) -voicing 15
+long closure
8) -voicing
+long closure 8
-long vowel
Source: rapid Operation % "rapid"
1) none 100
2) +long vowel 100
3) -long closure 98
4) +voicing 12
5) +long vowel 62
-long closure
6) +long vowel 10
+voicing
7) -long closure 13
+voicing
8) +long vowel
-long closure 8

+voicing

For each of the variables a change to.a value
not normally associated with the original

stimulus type has, with one exception, no great
effect on labeling behavior. Only when glottal
buczz replaces the silence of the /p/ closure is
there a decided shift to '"rabid" judgments.

It does not follow, of course, that the three
features are of negligible importance for the
perception of the two words. Thus a combination
of devoicing and lengthening of the /b/ closure
elicited an overwhelmingly ''rapid" response, a
result in conformity with earlier findings. A
shortening of the /p/ closure together with a
lengthening of the preceding vocalic interval
yielded mostly "rabid" responses. Original "rapid"
was heard largely as 'rabid," while '"rabid" went
to "rapid" when all three variable features were
assigned values appropriate to the competing form.

The results summarized above indicate that an
acoustic feature to which cue value has been
attributed does not always effect a significant
effect on linguistic labeling behavior; its
effect is quite context-dependent. Indeed it may
well be, in the case of certain properties, that
the context in which it can be decisive can only
(?) be contrived in the laboratory. The status of
an acoustic feature of speech is therefore very
different from that of a phonetic feature, which
we generally suppose to possess the power, for at
least some natural phonetic system, to mark
differentially some words from others, and to do
this independently of other phonetic features.
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WORD-INITIAL CONSONANT LENGTH IN PATTANI MALAY

ARTHUR S. ABRAMSON
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Storrs, CT, USA

ABSTRACT

Pattani Malay has distinctive length in all word-
initial consonants. Earlier work showed that variations
in closure-duration yield perceptual shifts between
“short” and “long” phonemes for all sentence-medial
intervocalic consonants but only for sentence-initial
consonants with acoustic excitation before the release.
For words, however, with initial voiceless closures but
no pre-release excitation, which are identified well in
isolation, where are the cues to the “length”
distinction? In the belief that the underlying
mechanism is the temporal control of closure, two
hypotheses are tested here acoustically: (1) For all
consonants, the closure-durations differentiate the
short and long categories. (2) The ratio of the
amplitude of the first syllable to the second syllable is
greater in disyllabic words with long plosives than in
those with short plosives.

BACKGROUND

The use of time and timing [1, 2] for phonological
distinctions is still an important topic for research.
This study tries to shed further light on the acoustic
bases of length contrasts in which the relative
durations of vocalic and consonantal gestures seem to
have a distinctive function. Insofar as it might be a
phonetic matter rather than an abstract phonological
one, the question of whether to treat long segments as
“geminates” will not be handled here.

_ Treatments of phonemic consonant length usually
discuss intervocalic consonants, as in Estonian and
Italian, where it is easy to show the physical reliability
and perceptual relevance of durational differences in

closures and constrictions. A language with this

distinction in word-initial, and thus potentially,
utterance-initial position, is rare,

The Language
Pattapi Malay, spoken by some 600,000 ethnic
Malays in southéastern Thailand, has a length-

New Haven, CT, USA

distinction for all consonants in word-initial position
[3]. (The language was first called to my attention by
Christopher Court and Jimmy G. Harris.) Here are
some word-pairs with the contrast; ‘

/make/ ‘toeat”  /mrake/ ‘to be eaten’

/lama?/ ‘late’ /lzama?/ ‘to make late’

/siku/ ‘elbow’  /siiku/ ‘hand-tool’

/dzale/ ‘way’ /dz:ale/ ‘to walk’

/buty/ ‘blind’ /b:uta/ ‘a kind of tree’
All of the foregoing examples have acoustic excitation
during their closures or constrictions, but there is
none in the voiceless unaspirated plosives, as in these
examples:

/fguyl/ ‘torob’  /ruyi/ ‘robber’

/tawa/ ‘bland’  /trawa/ ‘to show wares’

Recent work [4] has shown the power of closure-

duration as an acoustic cue to the short-long
distinction. Incremental shortening of acoustically
excited closures yields perceptual shifts from long to
short consonants. Voiceless plosives with their silent
closures can be tested only in utterance-medial
intervocalic slots; there, shortening or lengthening a
silent gap induces shifts.

Goals

The justification for the perceptual experiments
[4] was impressionistic observations of length and a
small body of instrumental measurements. The first
goal here was to determine the statistical reliability of
closure-duration as a differentiator of the categories.
The second goal was to explore the possible role of
overall amplitude in the distinction. That is, for
utterance-initial voiceless plosives, something other
than audible differences in closure durations must
convey the distinction. Although other acoustic fea-
tures, such as fundamental-frequency shifts and
formant-transition rates, are not ruled out, the
hypothesis considered here was that the aerodynamic
consequences of the apparent articulatory mechanism

would cause a higher amplitude upon the release of a
long plosive.
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Fig. 1. Means and one-standard-deviation error bars for Speaker PCM.
Initial: C,n=28; C;,n=28. Medial: C,n=44; C.,n=44.

Data

Recordings were made of several native speakers,
but only those of one man, PMC, were analyzed for
this report. Minimal pairs of disyllabic words, two
tokens of each, were elicited in isolation and in a
carrier sentence. These utterances were digitized for
measurement in a waveform editing program and for
spectral analysis.

DURATION

The durations of all closures and constrictions
were measured for all utterance-initial consonants--
except, of course, for the voiceless ones--and all
utterance-medial consonants. This was done by
examining the waveforms for acoustic signs of
forming and releasing obstructions in the supraglottal
vocal tract; these were mainly release bursts and
sudden changes in amplitude. Occasional difficult
cases were checked against spectrograms. The data
are summarized in Figure 1.

An analysis of variance showed duration to be
highly significant for initial consonants [F (1, 26) =
49.40, p < 0.0001] and medial consonants [F (1, 42)
=185.19, p < 0.0001]. To measure durations of
initial voiceless closures would require either a direct
look at articulation or, perhaps, measurements of
buccal air pressure. The robustness of the difference
for medial voiceless plosives, in conformity with the
graphs for the medials in Figure 1, and the data in both
positions for all other consonants, suggest the high
probability of a closure-duration difference for initial
voiceless plosives too.

AMPLITUDE

Since the major concemn was with initial voiceless
plosives, measurements of amplitude were limited to
isolated words. Pilot work with rise time, peak value,
and average amplitude of the first syllable relative to
the second gave useful results only with the third
method.

A program with variable window-settings,
designed by Richard S. McGowan, was used to derive
the average root-mean-square (RMS) amplitude of
each syllable in the disyllabic words recorded.
(Apparently, monosyllabic words are rare.) The
results are given in Table 1.

As expected, the most promising set of data in
Table 1 is for the voiceless plosives (stops and
affricates). In the analysis of variance of the
underlying data, the interaction between consonant
length and syilable approached significance: F (1, 14)
=4.36, p = 0.056. Indeed, post-hoc simple-effects
tests showed that the difference between the short and
long consonants with respect to amplitude-ratio is
strongly significant: F (1, 14)=11.037, p = 0.005.
Although the continuants (nasals, laterals, and
fricatives) showed a slight tendency in the same
direction, the effect was not statistically significant.
Compared with the continuants, the voiced plosives
present a stronger case in the simple-effects test: F (1,
24) =4.24,p = 0.05. With its greater number of
degrees of freedom, however, this category
underwent 2 more powerful test than the voiceless
plosives and yielded a weaker although significant
effect.
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TABLE 1

Means and Standard Deviations for RMS Amplitudes in dB

Short Consonants
Type Syl. No. n M
Plosives
Voiceless 1 16 475
2 16 45.0
Voiced 1 14 46.8
2 14 433
Continuants 1 14 45.1
2 14 46.1
CONCLUSION

That the phonemic distinction between “short” and
“lJong” Pattani Malay consonants is based on the
quantitative feature of articulatory timing is
abundantly clear from the data of Figure 1. Indeed,
the perceptual efficacy of closure-durations has been
demonstrated for medial position and for initial
consonants with audible excitation [4]). (Of course, the
value of this cue has been demonstrated for at least
medial position in some other languages [e.g.,5].)

Even if, as seems likely, the underlying
mechanism for this length distinction is articulatory
timing, there may nevertheless be more than one
acoustic cue involved. That is, temporal control of
closures and constriction, intersecting with states of
the glottis, may engender not only. varying spans of
silence or appropriate sound but also, perhaps,
variations in air flow and pressure with certain
acoustic consequences. The data in Table 1 show that
for long voiceless initial plosives the average RMS
amplitude is significantly higher in the first syllable
than the second. There is also a significant but
somewhat smaller effect for voiced plosives. We may
speculate that although both categories involve
complete momentary obstruction of the oral air flow,
the presumed greater impedance at the larynx for the
voiced plosives lessens the effect. For the continuants,
however, which always have a by-pass for the air,
there is no effect.

The amplitudes of PMC’s embedded words remain
to be measured. In the meantime, a cursory look at the
productions of three other native speakers of the
language seems to support the findings. Their
utterances, too, will have to be measured. Finally, to
round out the first experiments on perception [4], the

plan is to produce stimuli with controlled variations in
amplitude on disyllables.

Long Consonants

SD n M SD
3.0 16 51.0 22
2.8 16 45.0 23
39 14 49.5 35
34 14 44.4 29
39 14 48.1 28
34 14 46.9 34
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A CROSS-LANGUAGE STUDY ON THE PERCEPTION OF SYNTHETIC SPEECH SOUNDS OF [r - 1]
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ABSTRACT

The present study is concerned with the
perception of synthetic speech sounds of
[r - 1] continuum by speakers of differ-
ent languages. Specifically, the study
examines how the differences of the ling-
uistic function of liguids in English,
Spanish, Japanese, Hindi, Korean, and
Chinese affect the perception of the syn-
thetic continuum and reports the results
of identification and discrimination
tests. The results indicate that differ-
ent modes of perception appeared depend-
ing on the phonemic functions of liquids
in each language. The boundary between
/r/ and /1/ differed systematically in
each language and the speakers having a
phonemic function of /r/ and /1/ showed a
categorical mode of perception and dif-
ferences of linguistic experience cause
those of perceptual modes.

INTRODUCTION

It is generally known that speakers of
different languages show some different
characteristics in the perception of
speech sounds. Among the cross-language
studies on speech perception, the study
on [r] and [1] has been of considerable
interest among rt.neticians since the /r/
- /1/ contrast has often been a choice to
study the effect of linguistic experience
and they have unique articulatory and
acoustic features which can be defined as
an intermediate between stop consonants
and vowels. There have been several re-
ports on the experiments of the percep-
tion of [r) and [1] using synthetic
speech sounds. Miyawaki et al.[1] studied
the effect of linguistic experience of
English and Japanese in the perception of
synthetic [r - 1] continuum and mention=d
that the difference of linguistic experi-
ence is specific to perception of speech
mode. Furthermore, Mochizuki[2] and Shi-
mizu and Dantsuji[3] carried out the
experiments of speech perception to Eng-
lish and Japanese speakers by using natu-
ral and synthatic speech sounds and re-

MASATAKE DANTSUJI

Dept. of Linguistics
Kyoto University
Sakyoku, Kyoto 606 Japan

ported. that English speakers perceive
the [r - 1] continuum categorically,
while Japanese speakers do it continuous-
ly, and the difference of the perception
mode can be attributed to the one of the
linguistic function of the liguids in
these languages. It is well known that
the /r/ - [/1/ contrast is functional in
English but not in Japanese and different
function of the liquids in these lan-
guages cause some learning problem for
Japanese speakers.

Although the difference between English
and Japanese speakers in the perception
of [r - 1] continuum has been accepted,
the experimental data on other language
speakers are very scarce, and it will be
necessary to examine other language
speakers in order to clarify the
relationship between linguistic experi-
ence and the mode of speech perception.
Viewing from these points, the present
study aims at examining how the
difference in the linguistic function of
liquids in other languages affects the
perception of [r - 1] continuum and how
linguistic experience affects the mode of
perception.

EXPERIMENTAL PROCEDURE

Subjects

The subjects composed of speakers from
six language groups: English, Spanish,
Japanese, Hindi, Korean, and Chinese.

English: 7 native speakers of American
English took part in the experiment.
They had lived in Japan for a certain
period, ranging from three months to
three years.

Spanish: 4 native speakers of Spanish
took part in the experiment. They were
undergraduate students at UCLA.

Japanese: 23 native speakers of Japanese
were tested in a classroon. They were
undergraduate students in an introductory
phonetics class at Sugiyama Joshi Univ.
Hindi: 2 native speakers of Hindi took
part in the experiment. They were
graduate students in physics and
journalism at UCLA.
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Korean: 3 native speakers of Korean took
part in the experiment. They were
graduate students at Kyoto University.
Chinese: 3 Chinese(1 from Hong Kong, 2
from Mainland China) took part in the ex-
periment.

Stimulus Materials

Thg stimulus were prepared on the OVE IIT
synthesizer at Haskins Laboratories. The
10 step [ra ~ laj stimuli differed in the
frequency values of F2 and F3 within the
initial state portions and the transition
portions. F2 values varied in almost
equal step from 951 to 1404 Hz and F3
values from 1488 to 3246 Hz. F1 values
were kept constant for 10 stimuli. The
stimulus with 1404 Hz of F2 and 3245 Hz
of F3 was a good /la/, while the one with
951 Hz of F2 and 1488 Hz of F3 was a good
/ra/. The total duration was 377 msec.

?wo types of test were pPrepared: an

peated 10 times, making the total
t presen-
tation 100, and the stimuli were randomly
arranged. The interstimulus interval
was
1 sec. qnd the block interval was 10 sec.

7-10), totalling 126 traids 1. all. sti-

members were three ste

" I PS apart along the
10 step stimuli, For each pair, tgaids

_ ting one mem-
ber of the Pair, and six Permutations of
$ach Companion were included; i.e., for
1-: pair, 1-4-4, 1-1-4, 4-1-1, 1-4-1, 4-
~%y and 4-4-1, a1, test materials were

recorded, on audio t i
to sung e ape for Presentation

Results
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Figures 1a shows the results of the
pooled identification for English and
Spanish speakers. Both subject groups
show a similar pattern of identification
curve. Subjects in both groups identified
stimuli 1 to 5 as /ra/ and stimuli 8 to
10 as /la/, and showed an abrupt shift of
the eurve in the stimulus range from 6 to
8. The boundaries lie between stimuli 6
and 7, though there are slight discre-
pancies in both groups of subjects.
Figure 1b shows the results of a pooled
discrimination for both groups, and both
subject groups show similar patterns in
accuracy. The accuracy was below at 1-4
pair, but sharply rose to about 90 $
accuracy at the pairs which are consider-
ed to be in the phonetic boundary between
/r/ and /1/. That is, both groups of sub-
jects discriminated very well between
stimuli drawn from different phonetic
categories but very poorly between
stimuli from the same phonetic category.
Both identification and discrimination
curves show that both subject groups
identify the [r - 1llcontinuum catego-
rically.

Figure 2a shows the identification curves
for Japanese Hindi speakers. - Unlike the
results in figure 1a, both Japanese and
Hindi speakers showed a gradual shift of
identification curve as the stimulus
shifts from 3 to 8. Japanese subjects
identified stimuli 1,2 and 3 as /ra/ and
stimuli 8, 9 and 10 as /la/ with 60 - 70%
of identification rate, while Hindi
speakers identified these stimuli with
much higher rate than Japanese <-eakers.
Figure 2b shows the discrimination curves
for both language groups. Both subject
groups discriminated the stimuli with an
accuracy rate ranging from 50 to 70 -%

. across the continuum of stimulus set from

the 2-5 pair. Although there was a
moderate increase in discrimination of
stimulus pairs 3-6, 4-7 and 5-8, there is
no noticeable change in the accuracy
percentage in both groups within and bet-
ween categories. It can be said that
these results indicate that Japanese and
Hindi speakers perceive the [r -~ 1] con-
tinuum continuously.

Figure 3a shows the identification curves
for Chinese and Korean speakers. The
curves are similar to.the ones of Enclish
and Spanish speakers, but with less
abrupt shift. The boundary between /c/
and /1/ lies between stimuli 6 and 7 for
both groups of subjects. Figqure 3b shows
a pooled discrimination for the two
groups. Both groups show sharp rise at
the pairs of 5-8 and 6-9. Examining
these results, it can be said that
Chinese and Xorean speakers perceive the
[r - 1] continuum with near categorical
manner.
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DISCUSSION

We have examined how speakers of six
languages perceive the [r - 1] continuum
and how the differences of linguistic ex-
perience affect the mode of speech
perception. Examining the results of
identification and discrimination tests,
it has become clear that the speakers of
six different languages show different
patterns of performance. It can be said
that familiarity with the [r - 1] dis-
tinction has an impact on the perception
of the continuum. )

English and Spanish speakers show a peak
of accuracy at the point where stimuli
from different phonetic classes are being
contrasted. Japanese and Hindi speakers
are unable to discriminate [r] and [1]
over the continuunm. The results on
Japanese subjects conform with the
previous studies(Miyawaki et al.[1]) and
are in harmony with what is known about
linguistic function of the liquid in Jap-
anese. The finding that Hindi speakers
can not discriminate [r] and [1] over the
synthetic continuum indicates that
stimuli are not similar to the phoneti-
cally realized forms of the Hindi cont-
rast of lateral and tap.

As shown in figures 3a,b, Korean and
Chinese speakers discriminate’the con-
tinuum in a near categorical manner. It
is known that Korean has no phonemic
contrast of /r/ and /1/ and has only one
phonemic /1/, but /1/ has allophonic
variations of [1] or tap in some phonetic
environments. The finding that .both
groups of subjects can discriminate [r]
and [1] indicates that the stimuli are
similar to the allophonic variations of
liquids in both languages.

These results of experiments indicate
that different perceptual modes appeared
depending on the phonemic functions of
liqguids in each language. The bbundary
between /r/ and /1/ differed systemati-
cally in languages, angd the speakers
having a phonemic contrast of /r/ and /1/
showed a clear categorical mode
perception. It '‘can be said, therefore,

that the differences of linguistic experi-

ence cause those in the perceptual modes.
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* FORMANT TRANSITIONS AND RELEASE BURSTS AS PERCEPTUAL CUES
FOR RUSSIAN VOICELESS PLOSIVES
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ABSTRACT

The present study attemg’.z to investi-
gate the significance of the release burst
and the formant transitions in the -ercep-
tion of Russian voiceless plosives by na-
tive listeners. The method involved delet-
ing of releases in some consonants, it
resulted in worsening recognition of these
sounds — 34% for initial plosives, 60%
and 70% for intervocalic and final plosi-
ves respectively. Thus, it is stated that
release segments carry important informati
ion bearing on the place of articulation
of Russian stops. The results of the stu-
dy are in sgreement with those obtained
on the material of English and Hungarian
stops and defy the prevailing significance
of CV-transitions in voiceless plosives
recognition.

INTRODUCTION

Although the history of experimental
studies stimulated by the development of
the ‘Visible Speech? Sound Bpectrograph
dates back to the 40 ies, it is hardly
possible to say that the distinctive fea-
tures of phonemes are fully investigated.
It is not surprising since the acoustic
features of sounds in fluent speech can
vary dramatically due to the context, the
Speaker®g peculiarities, the mode of arti-
culation, etc. Besides, the speech signal
is highly redundant and possesses a great
variety of distinctive features.

Quite a number of works have been de—
dicated to the distinctive features of
plosives. It is a stated fact that infor-

mation about the place of articulation of
a stop can be found in the formant tran-
sition of adjacent vowels as well as in
the stop burst. The relative significance
of release and transition in the stop
identification, however, is to be further
investigated.

This problem is relevant for the sys-
tems of automatic speech recognition and
high-quality speech synthesis. Another
important problem concerns the search for
invariant (i.e. independent of a context)
features of the place of articulation/1/

/2/.

USSR

There exist at least four estimates of
the relative significance of the release
and transition cues.

On the one hand, under the influence
of the studies carried out in Haskins La-
boratories in the 50s on the material of
synthesized syllables the view of the do-
minant role of the CV-transitions for the
place of articulation identification has
been adopted(The bulk of the results that
became classical can be found in /3/). On
the other hand, there are many indications
that a formant transition might be of a
smaller importance since the crucial infor
mation about the place is in the release.
Such evidence has been obtained in some
early studies of human speech/4-7/. One
can argue that the transition and release
cues are functionally equivalent, the for-
mer may be dominant in one case and the
latter in another/8/. Finally, one can al-
so argue that it is not correct to oppose
transition and release since they may be-
come inseparable in the case of a prevo-
calic position of a plosive/9/. It seems
that all the approaches are sufficiently
grounded (comparative analysis of various
approaches is to be done elsewhere).

Keeping in mind that the results ob-
tained in one language are not necessari-
1y relevant for others and since much of
the available information concerns Eng-
1ish consonants we attempted to investi-
gate the problem on the material of the
Russian initial, intervocalic and final
voiceless plosives. The relative signirfi-
cance of the transition and release oues
in the perception of the place of articu-
lation is discussed here. The problem is
of particular interest since palatalized
stops are very characteristic of the Rus-
sian language(we could mention only few
articles dealing with the subject/I0-I2/)

METHOD

The model of a voiceless plosive is
used according to which the four segments
can bear information about the place of
articulation of an intervocalic plosive:
I)the segment of VC— or final transition;
2)the closure;3)the release after an ab—-
rupt | closure bresks;4)the segment of a CV-
or initial transition. The VOT was taken
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for & release end. In a8 more detailed mo-
del a8 release is further divided into: a)
a starting irpulse;b)frication;c)aspira-
tion(et./1I3/). A certain amount of residu-
al noise may 3dd to the voiced beginnig
of a following vowel/I1I0/. Since these pe—
culiarities of the Russian language are
not phonemically relevant they are not
considered here.

To investigate the relative signifi-
cance of the transition and release cues
for prevocalie, intervocalic and postvo—
calic plosives some meaningless successi-
ons or ‘non-words' (=nonsense words) of
the C,VC,VC,~type were chosen, the conso-
nant Eeigg the same in the one case (e.g.
‘papap’ , ‘totot', ete) and different in
the other (e.g. fpatak’', ‘kopot', ete).
The vowel has been taken out of the set
(a,0,u,i,e), the second syllable of each
non—-word was stressed.

30 non-words were tape recorded by two
zale speskers. The instruction to the
_Speakers was to utter the stimnli distin-
ctly without changing the quality of vo-
wels. The interval between the ‘stimnli
was 5 seconds. -

The tape rings were made of the copies
of the original recordings that underwent
segrentation by xeans of the low-noise
7§§;tronic separator deseribed elsewhere
A release for one of the plosives (init-
ial, central or final) has been deleted
in every ron-word by means of the separat:
or. The fragxzents of non-words with a re—
lease deleted were used as test stimuli.
fhus the relative significance of the CV-
transition, VCV-transitions and VC-tran—
:i;éons in place identification was stu-

The deletion procedure has been cont—
rolled aurally and bty means of the ogﬁ
cilloscope. The test stiruli have been
recorded on the second tape-recorder.
Each fragment was recorded three times on
a tape rirg. The triads of the identical
stimuli were separated ty the pure mono-
tone rarkers. The presentation rate of
E?:gt§§t i;i:uéi which depended on the

eng an
3.8 sty the tgpe sreed was about

Nor—words with release deleted w
rixed with vundsazagea non—wordsdangr:hus
rresented to ten listeners (students, 1a-
toratory assistants ete.) without he;ring
loss. Yost of the listeners were exreri-—
enced in listening to articulatory tests
and synthesizeu speecn patterns. The sig-
nal was fed into the head-rhones ig a
quiet room. Each listener could adjust
the_;olgne in his head-phones.

ine instruction given to the
was &S follows: *You will hear néifsggzzs
Sfot?: CVCVC-tyre, shere C is any of the

s - ’

T es /P/,/p /’/t/s/t’/,/k/,/k!/.

Each non—-word is repeated 3 times. After
listening to a triad you are to write it
down in ordinary letters (fpapap’ for ex-
ample). If you detect a distorted (dama-~
ged) consonant please underline it as
shown below: fpatat’, or (kutuk’, or
‘kakxak’ %

Notice: the soft /k?/ may occur in a
final position that are not typiecal for
the Russian speech, e.g. petex? *

The instruction was presented by the
experimenter orally and then its printed
texrt was distributed among the listeners.
The nature of the damage was not reveal-
ed to the listeners-as well as the con-
sonants of a non-word being the same C;=
CQ-C3 or different 01#02#03. Having le=

arned the instruction the listeners began
to listen to the test for a few minutes
and then to listen and fix their Jjudgem-
ents on specisl forms. Each listener lis-
tened to every test 3 times with a few
days intervals. ’

A test consisted of 120 randomized
non-words out of which 30 were not damag-
ed, while 90 contained a stop with a de-
leted release. Thus a test contained in
all 270 undamaged and G0 damaged stops.
There were two non-word lists with 4if-
ferent stimuli order, the first 1ist was
ziad gy speaker L, and the second bty spe

er S.

RESULTS

The restilts of these tests are con—~
fusion matrices. A sample of such a mat-
rix is given in the table below. The
right and wrong judgements for the /p/,
/t/y/x/ stimuli (with release deleted)
rreceeding /a/ vowel in the first hear—
ing session (speaker L) are presernted in
the table.

Table
perceived
o p t ¥ - p t kx - t k -
g pl4 L 217 2 1 20
StII 4 3 2 614 3 IS 2
;kr3421122425591
33 8 9 53518 4 3282 9 3

The judgements are sumzmerized for ten
listeners in every matrix. The "-"-sign
stands for refusal. The left matrix cor~
responds to the initial position of 38
stop, the second and the third — to the
central and the finsl positions, respec”
tively.

It can be seen that in two presentat-
ions of a daraged initial /p/ (non-words

parap’ and ‘patak’), I4 out of 20 Jud~

E ey
te It is necessary to xzention that 118"

ners detected dar