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ABSTRACT

The method and the device for inva-
riant voice images recognition are sug-
gested aimed at improving the real-time
voice images recognition reliability when
an arbitrary number of operators are in-
volved,

The experience of numerous investigations
dealing with the problem of designing the
voice signgl recognition gystems testi-
fies to the great difficulties involved
in providing high reliability for these
systems even in the case of one dictating
operator. This is explained by great vari-
ability of the principal voice signals pa-
rameters which considerably grows when a
wider circle of operators is involved. The
evaluation of variationsl boundaries of
the voice signal parasmeters variation
shows that the interval of its intensity
variation makes approximately 60 db, the
frequency spectrum ranges from 20 HZ to
20-22 kHz, e continuity of pronouncing
the voice images by different operators
can be twice as quick or slow varying

from operator to ogerator.
0f importance is also the fact of the

great variability of the Russian language
phonemes, which is related to the position
of a phoneme in a word; the qualitative
composition and the form of neighboring
phonemes surrounding this one; the fact
whether the phoneme ig stressed or not;
the rhythmic-dynamic structure of word co-
mbinations ang word-forms, etc.

However, the human sural system posgsesses
the unique capabilities with respect to
fruitful voice signals recognition irregs-
pective of the voice, rate and sound in-
tensity of pronunciation. Thesge properti-
es, inherent in the aural system, have re-
cently atiracted the great attention of
investigators and designers of speech re-
cognition systems.

Working with the voice signals whose boun-
dary parameters and posgible variation of
intensity, the frequency spectrum, the du-
ration and rate of sounds Pronmunciation
were considered above, one gets convinced
32%? the following procedures are expedi-

efficient signal reception in the envi-
Tonment and formation of its acoustic
enalog (or establishment of interface
between a recognition system and a sig-
nal source);

-~ normalization of voice signal with re-
gard to intensity (amplitude) taking
care that the optimal level is constent

- normalization of voice signal with re-
gard to frequency characteristics at
the expense of maximum restriction og
possible variation of timbre, prosodic
and’ emotional coloration (and/or varia-
tion of the principal tone frequency);

- normalization of voice signel with re-
gard to duration of vocal speech units
pronunciation adopted to the rate of
information inflow.

The solution of these problems affords

formation of the invariant description of

the voice signal which would be the least
influenced by the negative effects of
speech variability and obvious redundancy
interfering with the recognition system
reliability.

Proceeding from this concept, we develop-

ed the method of voice images recognition

using invariant voice signals processing

[1,2] . The essence of this method is

better understood on considering the

troublespots of the known methods of
voice signal recognition.

Thus, there are voice signal recognition

methods where isolation of the voice sig-

nals' attributes is realized through the
use of coding and of articulation attri-

butes 3] .

However, standardization with regard to

frequency of the principal tone results

in the accuracy reduction when isolating
the voice signsls attributes.

The well-known method and the device for

its implementation imply conversion of

the voice images into an electric signal,
amplification, phonemes separation, dyne-
mic spectral analysis, quantization, ge-
paration of phoneme's attributes, their

normalization and comparison with the re-

ference signal 47 .

The reference signal is formed as & sum

of power functions possessing the fixed

trangfer characteristics.,

302 Se 54.5.1

The weak point of this method consists in
low accuracy and rate of voice images re-
cognition because the accurate power fun-
ctions can be obtained only with the nelp
of the ideal multiplier,

The objective of the suggested method re-
gides in improving the accuracy and rate
of voice images recognition., To this end
and according to the given method, the am-
plified electric signal is standardizeq
vith regard to continuity, after quantize-
tion it is normalized in frequency and am-
plitude and according to the obtained sig-
nals the short pulses are formed which are
integrated and normalized with regard to
continuity and compared with the invariant
reference signals of the voice images ob-
teined in the process of teaching the re-
cognition system. The reference functions
ere formed by choosing the scalg factors
with regpect to the signal of mismatch be-
tween the function being compared and the
reference one,

The preliminary standardization of the
voice image signals with respect to conti-
mity and quantization ensures the conse-
quent and synchronized operation of the
entire analysis route., Formation of inva-
riants with respect to frequency by way gf
similteneous speech analysis and synthesis
eliminates the effects produced by scatte=-
ring of gpeech sounds tonality. The normal
well-articulated voice of the synthesized
sounds will always be heard at the frequ-
ency invariantor's output no matter how
high the operator's voice tonality. Stan-
derdization of voice image signals with .
respect to amplitude, when uniformly wea
or strong voice signals are smplified,ex-
pands the dynamic input signal range, Pie:
serves the higheat formants in the spec g
ut which are usually lost when the speec
is clipped.- . 1
Preliminary voice signal processing ani
lormalization in continuity by way of in-
variants formation with regard to continu-
1ty increases the rate of voice image re-
tognition providing high recognition o
rcy, What is more, the comparison of vol-
te images converted in the above-meptlgng
¥ay with the reference signals obtained by
functionsl conversion X— fi(X)

where X and i (X) -

8re independent functions, and by prelimi-
lary recgrd of scale factors (duringttﬁg'h
¢hing) whogse sampling is performed a on§
Speed in the process of recognltlonc,1 c n-
S%derably increases the accuracy and ra

®f voice image recognition. .

he investigitions carried out W1thdt2:pe-
Use of recognition system models a%l xp
Timental breadboards made it possi e to .
Suggest the variants of hardware imp mer-
tation of invariantors of voice imaﬁ:h
lituge, frequency and continuity wh B ie
sufficiently reduce the redundancy gf ot
e signals, enhance the invariance

cognition systems intended for the real-
time operation with an arbitrary circle

of operators [5,6] .

The suggested way of invariant voice sig-
nal processing can also be applied to pro-
cegsing the sound end acoustic signals

for the purpose of their analysis, synthe-
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Fig.1, Flowchart of the device for
invariant voice images recognition.

PMig.1 shows the device flowchart of the
invariant voice image recognition imple-
menting the suggested method. The device
contains a microphone 1, an amplifier 2,
an electron key 3, a frequency invarian~
tor 4, an amplitude invarianto? 5, an am-
plifier-limiter 6, Schmitt-trigger 7, a
pulse shaper 8, an integrator 9, a
sound continuity invariantor 10, a sound
continuity generator 11, a sound continui-
ty quantization unii 12, a saw-tooth vol-
tage generator 13, a comparator 14, a re-
ference functions generator 15, a zero-
organ 16, a pulse generator 17, a printer
18, an electronic digi{al compgi§§r1g; a

- conv .
degodere20),8 gpge-enalos

%hgyglements 3, 11, 12 make up a sound

ity standardizer 22. The elements
g?n;fng mgke up a short pulse shaper 23.
The elements 15, 20, 21 make up a referen-
ce signal unit 24, the elgments 18 and 19
make up a register 25. The elements con-
nection is realized as shown in Fig.1.
The device functions in the followén% way.
The operator's voice is trangsforme Yy a

i i lectri s which
g%grgg¥gggi}iégtgyean ampfi?%gga and ar-

n electron key 3 and a sound con-
iiggi:; ;enerator 11 of sound continuity
standardizer 22. Since the informativg

art of the elementary sound rgsi?es in
i stage, then these devices_en-
gggelgigig%rmalgpéssage of the 1?itial _
sound energy over the interval o approi
ximately 0,1 ses, and then the channel is
switched off till the new sound energy .
ulse appears. The quantized pulses arrive
pt a frequency invariantor 4. This device
garries out the dynamic spectral analysis
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of the voice signal and converts the spe-
ctrum of the operator's voice signal in
such a wey that the voice of the synthe-
gized sounds becomes independent of the
tone's pitch of the operator's voice. The
normal voice will always be heard at the
frequency invaeriantor output, independent-
1y of the speaking operator. Artificial
voice of frequency invariantor 4 arrives
at an amplitude invariantor 5 which con-
verts the voice signal in such a way that
the signal at its output becomes no long-
er dependent on the amplitude but the
main characteristics of sound information
are completely retained. This is attained
through functional transformations in the
amplitude invariantor 5 which ensure:
sampling of all weak signals, self-sustain-
ed or in combination with strong signals
within the whole dynamic spectrum, their
amplification to the normalized level with
regard to amplitude, and comparison with
each other followed by summation. As a re-
sult, different sound signals turn out to
be equal in amplitude, and the output sig-
nal reminds of a clipped signal though it
is of a higher quality.The amplitude inva-
riantor's 5 output signal is clipped with
the aid of an amplifier-limiter 6 and
Schmitt-trigger 7, the dependence on amp-~
litude of an output signal of invaeriantor
unit 5 is completely eliminated, then the
signal is differentiated and formed as a
microgsecond pulses package. Having been
shaped in the pulse shaper 8, the pulses

.are integrated in the integrator 9, then

the integrated pulses arrive at the conti-
nuity invariantor 10 intended for storing
integration function and its compression
in time for reproducing the integration
function with higher frequency. The conti-
nuity invariantor 10 makes it possible to
record integration function,0,1 sec in
continuity at 100 descrete points, to an
accuracy of 1% and to reproduce this func-
tion periodically repeating it at output,
with frequency 200 kHz which ensures high
frequency of comparison between the inte-
gration function within a comparator 14
end the reference functions generated by
a reference functions generator 15 of &
reference gignal unit 24 and permits of
recognitions within short time intervals.
Single-argument function converter, preli-
minary trained to integrated functions of
the elementary speech images can be usged
as the reference functions generator 15,
Sampling of the reference functions avai-
lable in the generator is realized in con-~
formity with the output signal of the saw-
tooth voltage generator 13. The reference
functions are fed in succession and at
high speed from the reference functions
gnerator 15 to the comparator 14. In case
of disegreement between the reference fun-
ction and voice image recognition function
axiving from the sound continuity invari-
artor 10 at the comparator 14 output,

there appears a signal , passing to zero~
organ's 16 input, the zero~organ startg
the pulse generator 17 which, in its tum,
starts the decoder 20. The gpectra of
scale factors are correlated with respect
to the decoder's 20 codes through the uge
of the code-analog converter 21, If the
selected spectrum of scale factors ensu-
res the similarity of the compared func-
tions in the cowmparator 14 when the refe-
rence functions generator 15 is question-
ed, then the zero-organ 16 generates the
switch off signal for the pulse generator
17 and the'signal for fixing the code as
an alphabetic record corresponding to the
recognized sound in the printer unit 18,
It ig stored in computer memory and fed
into the synthesizer 26. Then the device
is cleared and gets ready to recognize
the next sound image.

The reference functions shaping in the
reference functions generator 15 is res-
lized in the following way. The test
voice images are distinctly pronounced
before the microphone, Just in this mode
the zero-organ 16 controls-the system of
scale factor adjustment, the latter con-
gists of the pulse generator 17, the de-
coder 20, the code-analog converter'21.
The determined spectra of scale faciors
are preliminary recorded before dictation
of test voice images, and then introduced
into the code~analog converter 21, If the
scale factors vary smoothly during the
reference function generator 15 tuning,
so after the data is fed into the code-
analog converter, the scale factors ins-
tantly assume those values at which the
trained curve will be reproduced.The to-
tal number of scale factor spectrum vari-
ations equals the number of code combina-
tions. For the described device the deco-
der is designed for ten bit binary code
when the number of decoder's combinations
amounts to 1024,

The described device is easily tuned,
trained and implemented, its high accura-
¢y of voice signals recognition ensures
its utilization in the systems of men-
machine interaction when robots of "ear-
intelligence" type are designed and in
other engineering domains.

REFERENCES

[1) X.P. Majstrenko, "The Method end
Device for Invariant Voice Imag;f
Recognition, Transactions of Ali—
Union School-Seminar "Psy0h°l°go
cal Bionics", Charkov, 1986, p20

(2] B.V. Bolotov, K.P. Majstrenko,
G.G. Chub,"The Method of Voice
Images Recognition", Certificate
of Copyright of the USSR N 621
BI N 31 of 25.08. 1978.

{31 B.N. Sorokin, Certificate of Co-
pyright of the USSR N 432581,

304 Se 54.5.3

{41

(5]

6]

(8]

BI N 22 of 15.05. 1974,

V.Ju. Trachtman, "The Device for

Volce Signals Analysis", Certifi-
cate of Copyright of the USSR

N 298943, BI N 11 of 31.03.1971.

B.V. Bolotov, K.P. Majstrenko,
"The Device for Frequency Voice
Images Normalization", Certifica-
te of Copyright of the USSR

N 643959, BI N 3 of 23.08.1979,

B.V. Bolotov, K.P. Majstrenko,

G.G., Chub, "The Device for Voice
Information Recognition", Certi-
ficate of Copyright of the USSR
N 758238, BI N 31 of 23.08.1980.

K.P. Majstrenko, A.A. Tyshko,
"The Device for Sound Signals
Processing", Certificate of Copy-
right of the USSR N 771709, BI

N 38 of 15.10.1980.

K.P. lajgtrenko, A.A. Tyshko,
"The Device for Acoustic Informa-
tion Processing", Certificate of
Copyright of the USSR W 822248,
BI N 14 of 15.01.1981,

Se 54.5.4




