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ABSTRACT

The principles of designing a speech
recognition system based on Walsh functions
are described. For the initial speech sig-
nal description the energy spectrum of the
Walsh transform with Hadamargd ocrdering is
proposed. The advantages of the above sig-
1al representation system are its invari-
ince under cyclic shift of signals and a
iigh processing speed of computing the
énergy spectrum of signals, It is shown
that a posteriori informativeness coefficji-
ents used in training and recognition pro-
cedures give a considerable increase in
speech signal recognition rate, A method of
reference speech pattern correction at the
recognition stage is proposed which should
also contribute to a higher speech recog-
nition rate,

INTRODUCTICN

fost of the present speech recognition sys-
tems using the spectral speech signal re-
presentation are designed on the basis of
Fourier transform, It has gained its popu-
larity among researchers -due to development
of fast Fourier transform (FFT) algorithms
which had helped to increase the processing
speed for computation of signal spectra,
Thus, to obtain a complex Fourier spectrum
using the FFT, N€og,N of complex additions
and N&€og, N of &omplex multiplications
are required. The principal advantage of
the Fourier transform method is the invari-
ance of Fourier energy spectrum under the
cyclic shift of the input signal. This pro-
perty of the Fourier transform enables one
to obtaln energy spectra which are indepen-
dent of the phase of the processed signal,
However, the realization of the FFT algo-
rithm would require either special equip-
ment performing the FFT, or the use of in-
tegrated circuits for processing of spec-
tra by means of FFT, A microprocessor-based
program realization of FFT is difficult be-
cause real time performing of the FFT a -
rithm is not possible, esgecially when %%g
number of processing points is large, on
the other hand, there are some orthogonal

transforms which neither require proces-
sing in the complex plane, nor the use of
multiplication. Therefore, such transforms
are performed much faster than FFT, and
lend themselves to microprocessor-based re-
alization. An important transformation of
this kind is the Walsh transform. A Walsh
function is a complete orthonormal set of
functions assuming either +1 or -1 values.
Thus, the Walsh transform which cosists in
a convolution of input signals with Walsh
functions, requires only two operations,
i.e, addition and subtraction, and does not
require multiplication., There are several
varieties of Walsh-transforms/1/ for which
corresponding fast Walsh transform (FWT)
algorithms can be used. The FWT algorithms
usually requireAJ/L 72N real additions or
subtractions which allows real time reali-
zation of these algorithms on the basis of
modern microcomputers,

Most of the present speech recognition sys-
tems using the Walsh functions for descri-
bing speech signals give a high speed of
obtaining the spectral description of
Speech signals, However, the vocabulary for
recognition amounts at best to several sco-
res of words/2/, The level of recognition
errors is also unsatisfactory, We believe
that there are two reasons for low quality
of such systems, The first is that the
energy spectra of speech signals are des-
cribed using those varieties of Walsh
transforms which are not invariant under
the etyclic shift, The second reason is that
in these systems the problems of speech
processing at higher levels, especially
training and decision making procedures,
have not been given proper consideration.
The purpose of the present paper is to fill
in these gaps and to demonstrate the possi-
bilities of the Walsh function method in
designing of high quality speech recogni-
tion systems,

SPECTRAL DESCRIPTION OF SPEECH SIGNALS

To obtain a spectral description of speech
Signals, the energy spectrum of the Walsh
transform with Hadamard ordering is propo-
sed/1/. Such a description possesses two
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important advantages over other methods of
spectral description of speech signals, The
first 1s that the energy spectrum of the
Walsh transform with Hadamard ordering is
invariant under the cyclic shift., The se-
cond is that the realization of the corre-
sponding fast transform algorithm requires
A(N-1) operations of real addition (sub~
traction). Since the processing speed for
computations involving the FWI algorithm

is determined by Nég, N , one can consider
computations using the proposed algorithm
to be 1/2&g,N as fast as those involving
the FWT algorithms. Thus, for example,

when the number of data points N is 256,
the proposed algorithm gives a 4-fold in-
crease in the processing speed.

As was mentioned earlier, the energy spec-
trum of the Walsh transform with Hadamard
ordering is invariant under the cyclic
shift. This means that for any periodic se-
quence X({m), its energy spectrum of the
Walsh transform with Hadamard ordering

will coincide with that for a sequence
X(m+n), m and n. bteing integers, As for
other varieties of the Walsh transform,
Such as the Walsh transform with Walsh or-
dering, only the invariance of energy
spectrum under dyadic shifts is valid/1/.
This means that the corresponding energy
spectra of sequences X(m)and X(m@® n)

¥ill coincide. The @ operation means modu-

1o 2 addition. The Ep(r) components of the
- ¥alsh transform energy spectrum with Hada-

mard ordering are calculated according to

the formula/1/: r- R
EA!ﬂ:aﬂo))E,q_(r-) = = - (k) (1)
1dites n=€og, N e

Here Qg (k) are the coefficients of the
Walsh transform with Hadamard ordering, N
is the number of input sequence points.It
can be seen from eq.(1) that the number of
components in the energy spectrum is(R+1) .
fach component E4afr) of the energy spect-
Tun represents the energy content of a
roup of sequencies rather than a single
Sequency, as is the case for the energy
Spectrum of the Walsh transform with Walsh
ordering, The set of sequencies contained
in eacnh component of the energy spectrum of
the Walsh transform with Hadamard ordering
Is calculated according to the formula/1/:

FLEy(0)1= 0
FCEy(1)1=N/2

FLE (K]=3% 324 5:2%... N -2¥ 2

FLE )1=2,6 10,...Nf2-2
FLE(R)=13,5, .. .N/a-1

To represent speech signals by means of the
énergy spectrum of the Walsh transform
with Hadamard ordering, N =128 data points
have been used for every time slot of 10 mi-
lliseconds, Accordingly, the number of com-
ponents of the energy spectrum with Hada-
mard ordering amounted to 7 (R =7). The
quantity £g(0) represents the energy of the
direct component of the input sequence,
and is not considered here,
To calculate the energy spectrum, a 16-bit
computing device has been used whose compu-
ting speed characteristics were as follows.
Execution time of the basic register arith-
metic operations is 0.36 Msec,, main memo-
ry read/write time is about 2 Msec, The de-
vice has 16 general registers., To calcula-
te the energy spectrum of a speech segment
10 ms long by means of the above device,
required about 2.5 ms (the quadratic coef-
ficlents are calculated using the table of
squares contained in the main memory), Af-
ter the energy spectrum is determined, the
speech signal is represented by the quanti-
ties Eog;f&(fi/ o)y F=1, 2, ... n , and
Jalo, where Eo= ER(r). Thus, the in-
put speech signal is represented by a 8-di-
mensional vector for each 10-ms slot. The
number of bits representing components of
a given vector was equal to 8. Input speech
signal points were also represented using
8 bits per point, To store the reference
speech patterns, 4 bits per each component
of the 8-component vector are used, Experi-
ments on speech pattern recognition have
been carried out using the Walsh energy
spectrum with Hadamard ordering for spec-
tral description of speech signals., The re-
cognition rate for vocabularies containin
50, 100 and 250 words was 99%, 96% and 92%y
respectively.

TRAINING AND RECOGNITION

To increase the recognition rate of the
system, a special training and recognition
procedure has been developed. It is based
on the following assumptions, An important
method for improving the recognition rate
is to represent each of the speech patterns
to be recognized by several reference pat-
terns obtained frem corresponding clusteri-
zation of training samples, However, the
present clusterization methods usually re-
quire optimization of some clusterization
quality functional which depends on rela-
tive cluster position only within one

group of patterns, irrespective of clus-
ters formed within other groups. Meanwhile,
in the process of recognition one has to
relate distances obtained for different
groups. In fact, the recognition rate is
determined by relative positions of clus-
ters belonging to different groups, Further-
more, one has to consider the dynamics of
each cluster inforﬂativeness which depends
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on the type of input speech signal, This
is especially true for speaker-independent
speech recognition systems in which Speech
variations from speaker to speaker necessi-
tates adoptation to a speaker voice at the
recognition stage,

We now assume that the clusterization pro-
cedure is carried out for each recognition
pattern (i.e. a word or a phonem), and for
each of the clusters a reference pattern
is formed by averaging the training samp-
les wich have fallen into a given cluster.
Suppose then that a whole set of reference
patterns is represented by J groups, each
group containing one reference pattern for
each recognition pattern., Then the adopta-
tion to a speaker's voice within a given
system will mean an automatic selection of
a group of reference patterns for recogni-
tion according to "a posteriori” informa-
tiveness coefficients which are dynamical-
ly calculated for each group of reference
patterns. For each of J groups of refe-
rence patterns, the following quantities
are proposed as the informativeness coeffi-
cients:

. Sy ( C
A(j) = Cog, 20U G S 75 (3)
J) 4943@;@) @) 7

where 9:‘.,(%)(}) is the distance between the
speech pattern being identified and the ne-
arest reference pattern in the & -th group
of reference patterns (L.,{}):‘mﬁ,"}}%l.?i(j)} ’
Nbeing the number of recognition’’patternsy
9;_3,%),) ('}1) is the distance to the next nea-
rest reierence pattern in the J-th groy
of reference patterns (c,z(,;)=g;§;z'&;g;§wﬁ
The quantity of A(j)is the contradt range
of the decision {4 (j)obtained within the
d-th group of reference patterns which di-
rectly determines the recognition rate of
this decision. The decision * concerning
the identity of the speech fattern being
recognized is made on the basis of a set of
decisions for all groups of reference pat-
terns according to the formula

'(’):: atqr A( )
{" IR Y (%)
L* =i (§)

A decision is not made in two cases, The
first is for_

AQN) <A, (5
where Ay 1s a positive quantity, The second
is for

G (J7) #¢,(j@)

A G =A@ <A, (6)
g gmax NP, 4 () a2 min9u()

where A, is a positive quantity,

The aboye method can be extended to include
the training procedure, Suppose that within
each of JJ groups of reference patterns,
initial approximations to reference pattems

'é'(,;o)(j) (l=4N,4=7,3) are formed for each
of N recognition patterns as a result of
some self-iraining procedure. For the V-th

training sample of the K -th recognition
pattern, the following quantities are cal-
culated:

ﬂ‘ ' g("r) .)
f,( ):& -JS..(L__ =17
KU ;2.5,[(10)(!) J J 1, (7)

where 9,& (4)is the distance between the
Y -th training sample of the K -th recog-
nition pattern and its reference pattern
€¥(4) in the j -th group of reference
patterns, ¢f% (%) is the distance between
the ¥ -th {rglnlng sample of the K -th re-
cognition pattern and its nearest referen-
ce pattern in the J -th group of reference
patterns (K (j)=g39evir- 97 (7)), besides the
reference Pattern of the K -th recognition
pattern €;7(}) . This sample is involved
in the formation of a reference pattern of
the K -th recognition pattern only in the
j‘gﬂ roup such that

o), .
/‘2 :dl%g%xcﬁk (}) (8)

) v), .

Since the quantity of oA )(J f&represents
the contrast range of the -th training
sample representation within some favou-
rable group of reference patterns, the qua-
lity of training of the K -th pattern for-
med by V training samples can be evaluated
from the training quality functional

() _ ), . )
Ny —é;.fk (i) (9)

To improve the reference patterns of the
K-th recognition pattern, a multiple ite-
ration procedure can be initiated. The /-t
iteration will give the reference atterns
of the K -th recognition pattern Z{7(4)
(4=7,3) by averaging the training samples
of the K -th recognition pattern within
the corresponding groups of reference pat-
terns, in which they are placed according
to eq.(8). The iteration procedure stops
when

KA =K (i) . {194
where Al and A’k "are the training qua
functionals for the r~ -th and (r-1) -th
iteration, respectively. The procedure al-
S0 stops when the number of iterations rea-
ches its limiting value Rpay s

L=Rmax (11)
It should be noted that the training quali-

ty functional A®used in formation of re-
ference speech patterns enables one to cor-

‘rect the vocabulary taking into account the

training results, ang replace *difficult”
words in a vocabulary prior to recognition.
The experimental check-up of the above me-
thod verified its potential usefulness in
increasing the recognition rate, The expe-
riments were carried out using two groups
of reference patterns (7=2 ). Significant
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increase in the recognition rate has been
achieved, which amounted to 99, 5%, 99% and
98% for vocabularies containing 50, 100
and 250 words, respectively,

CORRECTION OF REFERENCE PATTERNS

As it was mentioned earlier, the present
methods of reference pattern formation

are not fully adequate since they do not
provide optimum separation of speech pat-
tern groups. We propose a new approach to
reference pattern formation which cosists
in automatic correction of reference pat-
terns formed at the training stage in the
process of recognition., Suppose that the
training procedure resulted in the forma-
tion of reference patterns for N recogniti-
on patterns, Let us represent the recogni-
tion patterns together with their referen=
ce patterns by points in R -dimensional
Space, To calculate the distance between
the recognition patterns and the reference
patterns we employ the Chebyshev's metric:

_9[ Zilx;" -Ytrl (12)

Here ¢; ¢s the distance between the speech

pattern being recognized {X#} _.zand the
reference pattern §Xir},;z of thé (-th re-
cognition pattern, Let ;, be the distance
between the speech pattérn being recogni-
%¢d and its nearest reference pattern, Con-
sider the following quantities:

Ai=9. -9y, i#iy,i=i N (13)
A decision which identifies an input speeah
Pattern as belonging to a certain referen-
¢¢ pattern will be the most reliable when
the speech pattern is closest to the refe-
rence pattern of its group and farthest
from reference patterns of those groups,
o which it does not belong. Therefore, an
optimum placement of reference speech pat-
terns will be such that A¢ are at their ma-
Xima, We propose an heuristic solution of
this problem, The procedure consists in a
Successive correction usi;ig the results of
Teference speech pattern{Xi~}r=j& recogni-
tion, For each recognized speech pattern
¥e Select from A; values those values Ay
which satisfy the relation

A< ay < AR p50 f @)oo (14)

7’

T™he correction of reference speech patterrs
Y111 not be made if among Az values there
are no values which satisfy condition (14).
therwise, the correction is applied b°thi
' the reference pattern of the Li recogn :
tion pattern, and the reference patterns o
any K recognition patterns for which rela-
Hon (14) s satisfied. Let {Xir(Mr-pR
% the reference pattern of the &-th re-
¢%enition pattern obtained as a direct r
It of the training procedure, and I“f
K (v) ~={R be the reference pattern o s
the  {_th z"ecognition pattern obtained a
% result of the V-th correction of the
initia] reference pattern xtr(O)}""ne
™en, if a gecision to correct referenc

patterns is made in the process of the

next speech pattern Xrﬂ}y‘:",? recognition,
the correction will be carried out as fol~
lows, For a reference speech pattern recog-
nized as L1, the co-ordinates of its new
corrected reference pattern{y; ,.(‘./41)},\,,;; are
obtained from the formula *

Riyr )+ 0%y (V)} S X7y r V)
Xel AR, (V) - AR, )8 50< Reyo W] 1 5

F=14R

~The A’ig‘,.[l/) values are calculated from the

formula

-— ~ —

DXy, r (V) 2BIX ~ =Ky ~(V)0<B<1, r=iR (16)
The correction of co-ordinaes for the refe-
rence patterns of those K recognition pat-
terns for which relation (14) is satisfied,
is made using the formula

YKr(V) = AXur (V); o xr'7/2’<r( V)
K vi)=) XrlV) # DR V), Lf Xr<Kar () (17)

r=iR

The AYKP(V) values are calculated from the
formula

AXyr(V) ‘-‘)”Yr‘XKr(V),)’ZazI“—'I;R (18)
The principal advantage of the above me-
thod is that training (reference pattern
correction) and recognition procedures are
performed simultaneously, and it does not
require the use of a large number of tyal-
ning samples, which would be the case if
these procedures were separated.

SUMMARY

It is shown that a speech recognition sys-
tem with a large vocabulary and high recog-
nition rate can be developed on the basis
of Walsh functions., For vocabularies con-
taining 50, 100 and 250 words, recognition
rates up to 99.5%, 99% and 98%, respective-
ly, have been obtained.

The proposed method of reference pattern
correction in the process of recognition

is expected to further increase the speech
pattern recognition rate,
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