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ABSTRACT

This study assesses the effect of employing different phonological
units on parsing a given string of phonemes into words in a
continuous speech recogniser. It is shown that when the input
utterance is encoded using a representation intermediate
between the broad classes in Huttenlocher & Zue [3] and the 44
phonemes of Received Pronunciation, the number of possible word
strings found from the input utterance is usually in excess of 10
million. Even when all 44 phonemes are implemented, an input
utterance of 4 - 10 words in length can be parsed into in excess of
10,000 word strings if word boundaries are not identifed prior to
lexical access. In the final part of the study, it is shown that the
number of such parses can be reduced if stress is represented in the
input utterance and lexicon.

INTRODUCTION

In some of the speech understanding systems of the ARPA
project [1] as well as the feature-based, continuous speech
recogniser being developed at Edinburgh University, one of the
main tasks of the syntactic and semantic components is to filter
out grammatically unacceptable and meaningless word strings
which are the output of a lexical access component: they must,

then, be able to identify the target word string please let us know'
from a list of other strings such as please letter sriow and please leta
snow, both of which are possible word parsings of the input

phonemic string/p liizlet @ s n ou/”. The total number of
word strings which can be derived from a given phonemic string
depends on several factors, such as the number of entries in the
lexicon, the parsing strategy and the units which are used to
represent words phonemically. This paper forms part of a larger
study of which the main goal is to devise a set of units which is
optimal both from the point of view of acoustic-phonetic processing
(i.e. it must ultimately be possible to identify such units with a
high degree of accuracy from the acoustic waveform) and from the
point of view of syntactic/semantic filtering (i.e. the number of
word strings passed to the syntactic/semantic components should
be minimal).

An initial aim has been to implement a mid-class
representation in the continuous speech recogniser [2] being
developed at Edinburgh University. The prime motivation for
analysing the acoustic waveform into mid-classes is that they
should be easier to identify than the 44 phonemes of Received
Pronunciation (R.P.): for example, an analysis of the acoustic
waveform into mid-classes such as /B/, voiced stop, is (arguably)
likely to result in better identification scores than its analysis into
the members of /B/, that is /b/, /d/, /g/. At the same time, it has been
shown that when all the words of a 20,000 word lexicon are

represented in classes that were much 'broader’ than our
mid-classes (i.e. there are fewer broad-classes than mid-classes and
therefore a greater number of phonemes, on average, in a
broad-class than a mid-class), around 1/3 of the words are still
uniquely identifiable [3]; when the lexicon is represented in
mid-classes, the percentage of uniquely identifiable words will
presumably be considerably greater. This may, therefore, be a
strong argument for analysing the acoustic waveform as far as the
mid-class level and allowing the syntactic and semantic
components to filter out the impermissible word strings which
have resulted from using mid-classes rather than phonemes.
However, the statistics on discriminability in the lexicon do not
take account of the fact that in continuous speech, word boundaries
are more difficult to identify from a given mid-class string
compared with a phonemic string. Thus, while at a phonemic level,
the sequence /m g U/ can only be parsed into /m # g V [4] (e.g.
same glass), at a mid-class level (i.e. /N B L/), the unambiguous
identification of the word-boundary is no longer possible: since the
mid-class category /N/ includes /n/ and since /B/ includes /d/.
/N B L/ could also be parsed as /N B # L/ (e.g. sand layer), or
indeed /N B L #/ (e.g. sandle). Since phonotactic constraints
often no longer successfully apply at the mid-class level, the total
number of ways of parsing a given mid-class string into words is
likely to increase considerably despite the fact that the lexicon
remains highly discriminable when represented in mid-classes.
The first experiment was designed to determine the magnitude of
this increase and to assess whether this would place an
unmanageable burden on syntactic and semantic filtering.

METHOD

The lexicon of the continuous speech recogniser includes
the 4000 most frequent words from the American Heritage
Dictionary [5]. Each entry consists of an orthographic form, a
phonemic citation form (R.P.) and a key for accessing syntactic tag
information. Using a phonological rule interpreter written in
INTERLISP-D to run on the Xerox 1100 series [6], a set of
phonological reduction rules was applied to this lexicon to derive
fast speech forms (known as reduced forms) which were stored
together with the citation form under the corresponding
orthographic entry. Details of the reduction rules are given in [7].

The lexicon containing citation and reduced forms was
then compiled into a discrimination tree in which, working from
left-to-right, phonemic entries with identical phoneme sequences
share the same branch(es). Thus, tee, tea, teach, teacher and tedious
share the same branches as far as the second phoneme /ii/ at which

-point there is a division to /d/ (the continuation through the tree for

tedious) and to /ch/ (the continuation for teach and teacher). A
terminal branch is attached to a phoneme node whenever a
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sequence of phonemes forms a word. A fragment of the tree is
shown in Figure 1.
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FIGURE 1 The tree-structured phonemic lexicon implemented in
the continuous speech recogniser.

The acoustic front end of the continuous speech recogniser
analyses the acoustic waveform into a string of phonemes
(l.menc.eforth input utterance) which are matched against the
dzscmpination tree to locate possible word boundaries. The
matching process takes place from left to right through the input
utterance and when a word is matched, it is stored on a word
lat&ice. Thus, if the first phonemes of a string  were
/t ii ch i ng w i V (teaching will...), tea and tee would be stored
on t.he word lattice. Subsequently, two searches, or paths, are
continued: the first is the continuation from /ii/ to /ch/ and /i;' the
second is from the initial /ch/ node that begins words such as cl'zide
ch?ke etc. to the /i/ node, in this case, of words such as chin and’
chimpanzee. The second path in this example would be terminated
foF two reasons: there are no citation, or reduced forms beginnin
vsfxth fch i ng/; and also because the fragment /ch 'i/ is not 5
citation or reduced form of any word. Only those paths which
enable a complete parsing of the input utterance are passed to the
syntactic and semantic components and only such complete paths
are considered in the statistics on total number of paths i: this:
paper. An example of the parsing process is shown in Figure 2.

TEACH

p : TEACHING

FIGURE 2: the paths show that there is only one possible parsing of
the sequence/t i ch i ng w i U, into teaching + will

When an iflput utterance is represented in mid-classeg
expanded into all possible phonemic representations ’
then each matched against the tree as described above.

it is first
which are

Phonemic transecriptions wer: i
phonetician of 50 sentencespproduced b; or:ea (Ii:P bsy eaak t'r:}llned
sentences included a mixture of ‘phonemically d.en;;e' s:';t o
(e.g. I know no minimum whose consonants are entirel nencfs"
sentences.taken froma ‘phonemically balanced’ passage: sy t:sa ;
from Section H of the Lancaster-Oslo-Bergen corpus [8g]‘, sent nees
from a corpus of business dictation collected at C,S’I?r}ll'er;c:;

sentences that consisted of words which were uniquely identifiable
(in isolation) when represented in mid-classes. These
transcriptions were then converted automatically to their
corresponding mid-class representations’.

) The hand transcriptions, rather than the phonemic strings
derived automatically by the acoustic front end of the continuous
speech recogniser, were input to the discrimination tree. As such
the hanc! transcriptions can be considered as a perfect analysis b):
the‘ continuous speech recogniser of an acoustic waveform into a
string of mid-classes excluding any representation for word
boundaries, syllable boundaries or stress.

RESULTS I

Parses into words < 103 103- 104 104- 105 I(P - 1061106 - 107 >107

Number of utterances 1 4 2 4 7 32

TABLE 1: distributifm of mid-class input utterances in terms of
number of word strings found. The first column on the left denotes,
for example, that 1 (out of 50) utterances was parsed into less than
1000 word strings.

F;Zm Table 1 i't can be seen that 32 out of the 50 input utterances
ot L- 10 words in length were parsed into 10 million, or more, word
strings. The smallest number of parses was 82, the largest

18
3.25 x 10", The average number of parses was 8.47 x 10'°.

DISCUSSION I

numbervgl;e‘: tzolat:d words are represented in mid-classes, the
around 98 ords that are uniquely identifiable decreases from
ind % (for words represented phonemically) to 70%. Such a
::‘atxstlc' would suggest that analysing the acoustic waveform to
he m}d-class le.:vel is a viable alternative to performing a
Pd o apalysls, However, if word boundaries cannot be
:hentlﬁed prior to matching the input string against the lexicon,
e syntactic af.ld semantic components could have to find the
::;regt vtvord string from over 10 million competing strings. This
fur{h e:mgtem::h ;:f a burden to place on higher level processing:
mid-class an'a | e and-transcm;_mons represent the best possible
recogniser ThYSls of the a.cous'txc waveform by a connected speech
derived frt;m ae "“mbe!" might increase if the input utterance were
number of err " acgustxc front e“fi analysis that contained a large
lexical itome 0;5. 1econd, th? lexicon only contained around 4000
words). the » I larger lexicons are implemented (e.g. 20,000
increas'e Fin:]l;mbir of word strings found will undoubtedly
in lengt.h I i Yy, the §peaker p.roduced utterances of 4 - 10 words
without iy ’c§3rta1{11y possible to produce longer utterances
Ut pausing; in this case, the total number of ways in which

the corresponding mi
g mid-class representation i
words would again increase, could be parsed into

The next section re isti
. ) ports statistics on the number of
possible word parsings of phonemic input utterances. In this case,

the original hand-tra ipti
-transcriptions i
tree-structured lexicon. ° were, matched against the
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RESULTSII.

31 3 14
Parses into words| 0-10 | 11-100 [100-10 {10 -10 }> 10

Number of

utterances 15 16 8 8 3

TABLE 2: distribution of phonemic input utterances in terms of
number of word strings found. The first column on the left denotes,
for example, that 15 (out of 50) input utterances were parsed into
10, or less, word strings.

Table 2 shows that when the input utterances are phonemically
represented, over half of them parse into 100, or less, competing
word strings. The average number of word strings was 2491; there
were two utterances that could only be parsed into one word string;
the maximum number of word strings for any utterance was
66,528.

It was not necessarily the case that longer input
uttterances (where length is defined as number of phonemes or
number of words intended by the speaker) necessarily gave the
greatest number of parsings into word strings: there was no
correlation between number of phonemes in the utterance and
number of parses into words (r = -0.07, not significant); neither
was there a significant correlation between number of words
produced by the speaker and number of possible parses of its
phonemic representation into word strings (r=0.11), although
there is a trend to show that these two variables are positively
correlated.

DISCUSSION 1I

Even when the input utterance is phonemically encoded,
the syntactic and semantic components could have to filter out
over 10,000 competing word strings from the target word string.
While this figure may not be unmanageable for syntactic and
semantic filtering, it is clearly desirable to seek to reduce this
figure further.

As a means towards reducing the number of word strings,
we considered the possibility of increasing the number of ‘sound
units' by using allophones in both the input utterance and the
lexicon. The fact that the number of word strings should decrease
using an allophonic representation is easily demonstrable.
Phonemically, plea is represented as/p 1 ii/ which also embeds the
lexical item Lee, phonemically /1 ii/. On the other hand, Lee would
not be embedded within plea in an allophonic representation since
these would be encoded as [li] and [p})i] respectively. However, this
advantage would be lost if the allophones that were the product of
word-internal context-effects were also caused by context-effects
across word boundaries: thus if /// in Lee were realised as a
voiceless (1] in a moderately fast production of ..type Lee some
results, Lee would once more be embedded within plea evenatan
allophonic level of representation. There is some experimental
evidence [9] to suggest that such word-boundary coarticulation of
/V is possible. If the majority of identifiable allophones can occur as
a result of coarticulation both across word boundaries and
word-internally, the case for introducing this kind of phonetic
representation is considerably weakened. Furthermore, the
acoustic front end is faced with the additional difficulty of
identifying specific allophones; given the fact that our recogniser
does not obtain a perfect analysis even at the mid-class level, it

may be unrealistic to assume that it would be able (in the

short-term, at least) to differentiate, for example, between
aspiration before stressed vowels, the various allophones of /h/ and

[1].
0

An alternative means of increasing the number of units in
the input utterance, and thereby decreasing the number of word
strings found, would be to include stress in the lexicon and input
utterance. In order to test this hypothesis, stressed vowels were
differentiated from unstressed vowels in the lexicon by inserting a
"*' symbol before the former; no distinction was made between
different levels of stress; thus, conversation, which is normally
marked for secondary stresson/k o n/and primary stresson/s ei/
is represented as /k *o n v @ s *ei sh @ n/ in citation form.
With this type of representation, in which each vowel phoneme
(except schwa) can be marked for stress, an additional 19 units are
introduced into the phonemic inventory. The same set of
hand-labelled transcriptions were then re-transcribed including
the "*' symbol to identify word-stress. Most of the function words
were not marked for stress either in the lexicon or in the
hand-labelled data. These modified transcriptions were matched
against the modified tree-structured lexicon as described above.

RESULTS III

3 3 4 4
Parses into words| 0-10 | 11-100 |100-10 {10 -10 |>10
Number of " i, 5 18 8 8 3
utterances
Number of
utterances ® 20 14 10 5 !

TABLE 3: distribution. of phonemic input utterances in terms of
number of word strings found. (U)/(S) denote the input utterances
unmarked/marked for stress as described above.

The results in Table 3 show that when the input utterance and the
lexicon are marked for stress, 34 utterances are parsed into less
than 100 word strings and 6 utterances are parsed into 1000, or
more, word strings; the corresponding results for a phonemic input
utterance unmarked for stress are 31 and 11 respectively. For the
stress-marked input utterances, the average number of word
strings for a given utterance was 624 compared with 2481 word
strings for the unstressed, input utterances.

Table 4 shows similar statistics for stressed and unstressed
mid-class utterances. The stressed mid-class utterances were
derived from the stressed phonemic utterance; by automatic
conversion into mid-classes, but with stressed vowels marked:
thus, /k *onv @ s *ei sh @n/ is represented as
/P *BV N V CV S *D S CV N/ where /P/, /BV/, /CV/, /S/ and
/D/ are the mid-classes voiceless stop, back vowel, central vowel,
strong fricative and diphthong respectively.

Parses into words < 103 1.03-104 104-10d105-1(;i106-101 >107

Number of
utterances (U

1 4 2 4 7 32

Number of =y

utterances 3 8 5 8 8 20

TABLE 4: distribution of mid-class input utterances in terms of
number of word strings found. (U)/(S) denote the input utterances
unmarked/marked for stress as described above.

As in the phonemic utterances, the inclusion of stress in the
mid-class utterances improves performance: there are 14 stressed,
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mid-class utterances that were parsed into 100,000, or less, word
strings and 20 such utterances parsed into 10 million, or more,
word strings: the corresponding results for the mid-class,
unstressed utterances are 7 and 32 respectively. The average
number of word strings for mid-class, stressed utterances is

nevertheless very highat 5.54 x 10".

DISCUSSION III

The results show that including stress in the process of
matching an input utterance to the lexicon clearly decreases the
average number of word strings found. Implicit in this result is the
assumption that the acoustic front end would be able to identify
stressed vowels in an utterance. There are some reports [10}, (11]
of a high level of success in the automatic identification of stressed
vowels; work in this area on our own continuous speech recogniser
is currently in progress.

This study has also not been able to take account of
sentence stress which could cause some unstressed vowels in our
lexicon to be stressed. Thus, since can (auxiliary) is marked as
unstressed in the lexicon, our lexical access model would fail to
find the appropriate word string in the utterance I can come
{emphasis on can); the effects of sentence stress on the automatic
identification of lexically stressed vowels is the subject of a future
investigation.

CONCLUSIONS

If the acoustic front end of an automatic speech recognition
system is unable to locate word boundaries, the syntactic and
semantic components must be implemented to identify the target
word string from a potentially large number of competing word
strings. The number of ways in which a given input utterance can
be parsed into word strings depends on at least two factors: the
type of parsing strategy and the units which are used for the
phonemic representation of words. This study has been concerned
with the latter problem and has shown that an input utterance
represented entirely in mid-classes, or even phonemically, may
place an unmanageable burden on syntactic and semantic
filtering. The possibility of introducing stress into the input
utterance and lexicon was explored with preliminary, promising
results. The introduction of stress in this way may provide a basis
for implementing a mixed mid-class and phonemic representation:
if stress enables a substantial reduction in the number of word
strings found, it may be possible to represent some of the
phonemes which are notoriously difficult to identify from the
acoustic waveform (such as weak fricatives /th, dh, h, f, v/) by their
mid-classes.
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NOTES
1 Our thanks to Jim Hurford for this example.
2 The machine readable alphabet for the 44 phonemes of
R.P. is shown below:
I/ pea ffr fan n lee
i bead i van Il road
W tea Ih think 1wt win
1/ day dh hen Iyt you
/k/ key Isl ;'Tng Im/ man
18/ guy 1l 200 In/ name
Ich/ chew Ish/ shoe Ing/ S_i'lg
fiht Judge Izh/ measure -
i hat ~
fiit we fol hot feif stay
h hut Joo/ saw lai/ “sigh
tel head It could ol toy
Ia/ had o/ who law  now
faa/  hard @ the o go
@ here h@  sure le@  there

@@ first

3 We thank Maggie Cooper for her assistance in converting
from phonemes to mid-classes,

4 We are grateful to Julian Kupiec for writing software to
count the number of word strings.
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