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ABSTRACT

I'ne goals of the phonetic analysis of
speech activity are determined by the pro-
perties of the language &8 a means of
communication. Progzction and perception
of speech under normal conditions of com-
munication can only be understood if one
is aware of both the characteristics of
simple acoustic signals, representing a
set of allophones and the rules of their
grocessing.

f great importance is also a detailed
study of phonetic variance of a particu-
lar language as well as information on
phonetic structure of meaningful units of
the language: morphemes and words. A pho-
netic. fund of the Russian language has
been described that combines the informa-
tion specified above. The fund provides
phonetic information for speech analysis
and synthesis as well as for liguistic
study of Russian sound system.

Phonetics as a science dealing with
speech sounds can proceed along two dis-
tinct paths: one parallels phonology,
whose concern is distinctive function of
speech sounds, the other parallels psycho-
physiology, studying mechanisms of pro-
duction and perception of sound sequences,
Phonology has already devised rather
8trict methods of analysis enabling ling-
uists: to study any sign system. Phonolo-
gy's traditional refusal to analyze pho-
netic reality has become now a universal
characteristic of phonological studies,
where the authors either absolutely deny
the importance of physical properties of
speech sounds or are satisfied with rath-
er primitive phonetic information.

During the 16 years separating us from
the YiLIth Congress of Phonetic Sciences
when Dr D.B.Fry accused linguists of neg-
lecting scientific knowledge little has
been changed. Up to now, experimental
phonetic studies of speech activity
have been non-essential for phonologists,
because it is assumed that by contrast
with the systematic character of language,
speech is individuel end, a8 a consequen-

ce, unsystematic. many present-day phono-
logical concepts exist absolutely indepenr
dently of phonetic knowledge, are "nouri-
shed" by. their own postulates, and it
seems that no new phonetic information
obtained in experimental studies can
sheke the stability of those postulates.

Another approach to speech sounds is
represented in studies dealing with
speech production and perception. During
the last decades a wealth of research
work has been done, where the properties
of man, allowing him to use speech 8o
effectively in communication, were of ut-
most importance. Interest in this inform-
ation is shown first of all by those re-
search workers who, with respect to lin-
guistics, may be called representatives of
neighbouring sciences - physiologists,
psychologists, research workers in speech
communication and automatic speech recog-
nition, as well as those studying prob-
lems of artificial intelligence. his
trend using the most perfect experimental
methods and statistical analysis has made
an important contribution to our conceptis,
both in the physiology of speech product-
ion and in psychophysiology of speech
perception, beginning with peripheral
processing of speech signals and ending
in procedures making decisions by cent-
ral parts of the hearing system ( for a
detailed account of a similar approach
end extensive bibliography on this sub-
ject see, for exgmple, the work by Bern-
ard Delgutte /L3/ ). However, the mater-
ial used in most of these studies seems
to be rather limited, if considered from
the point of view of linguistics. For in-
stance, in studying speech perception
such simple sound sequences . as CV or
CVC are often used. Many researchers,on
the whole, prefer using synthetic speech-
like stimuli which allow them to manipul-
ate the parameters under study, no matter
how far their characteristics are: from
those of real speech signals. ,

As a result of the development of
such diametrically opposed sciences as
the phonology end psychophysiology of
speech, sciences using their own sirict
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me thods end having specific areas of
application, the speech activity o? men ,
who used speech signals for communicati-
on, is beyond the interests of both the
former and the latter trends. Phonolo-
gists, as has been said, are not interes-
ted in the real manifestations of speech.
The psychophysiologists' concern, on the
other hand, is limited to the phonetic
properties of simple sound sequences.

1t becomes expedient, therefore, to
study speech activity on the basis of
both phonemic concepts and the knowledge
of phonetic mechanisms. Lt is desirable
that such studies should be more intense-
ve than they are today. From a perceptu-
al point of view, information contained
in the auditory system of any native
speaker may be ccmpared 1o a curious
"puff-pastry", in which without fail
there are the following layers:

(a) Certein universal properties o, audi-
tory system that are common both to man
and animals.
For example, the ability to classify syn-
thetic speech-like vowels according to
the values of F1 and FI1 ard ascertain
"phoneme boundaries"/i6/ was found in ex-
periments on dogs, which allows us to
assume that "phoneme boundaries between
vowels are determined by some fundement-
al properties oi man's eauditory system,
ot by his linguistic competence™ /l/.
?b) Some properties of the auditory sys-
tem that are determined by man's linguis-
tic ability and his use of articulate
speech.
These are properties enabling speakers
of various languages to discriminate be-
tween the vowels of the basic triangle,
to use on—~ and off-glides of vowels for
the identification of adjacent consonants
to define the accentual structure of a
sound sequence, etc. To these abilities,
common to all people, one might add
sound symbolism, i.e. the presence of
certain psychological and sound associat-
ions & , Z .
(e¢) Some specific properties of the audi-
tory system that depend on the spesaker's
own sound system. ‘
These properties are determined not only
by. the number of phonemes and their allo-
phonic variation but also by the whole
sound system. For example, in experiments
on Russian subjects estimating the dis-
tance between pairs of sounds it was
found that < vowels were similarly rated
on the beasis of the re$u17r ?lte, a?ion
the te;?e part in ( /1fes/- /Yis&a/;/dom /
- /%ama ), rather than on closeness of
their ¥Fi and Fii values,

No doudbt it is very difficult, or even
impossible, to find the exact boudaries
of the layers. As has been said above,
the ability to identify adjacent conso-
nants by on- and off-glides of vowels is
a common feature of man ( we may assume

that animals cen acquire this ability es
well). however, Russian subjects easily
i1dentify hard end soft consonants on the
basis of on-glides, because in Russian
hard and sofi consonants are in phonolo-
gical opposition, but they show poor dis-
¢rimination of the place of hard conson-
ants /p, %, x/ and /v, 4, g/- French and
american subjects, on the other hand, as
is well known fro _t?e classical studies
of the egrly 'OUs?ld do this very well,
but the 7§}—glides of Russian vowels are
not used by them as reliable cues for
correct identification of preceding con-
sonants/7/ because softness in these lan-
guages is something unknown and phonolo-
gically irrelevent. _ )

in any case, investigation of speech
activity should be based on the results
of experimental psychophysiological stu-
dies, but the main funciion of speech,
i.e.conveying meaning, should also be
properly considered. This very function
allows or even provokes variation of
speech signals and hinders successful mo-
delling of man's perceptual properties in
automatic speech recognition.

To demonstrate the degree of diverge-
nce between physiological and psychophy-
siological data, on the one hand, and the
results of speech activity, on the other
hand, two figures are given. In Fig.l(s
end b) Russian consonants are shown 1n
two different feature spaces. Fig.le de-
monstrates a geometrical arrangementlpf
the consonants in a space of articulavi-
on features/lb?, which seemed to be 8
convenient way to show the relations be-
tween russian consonents and their feat-
ures. Fig.lb demonsirates an arrangement
of Russian consonants in a space of psy-
chological features compareble with such
oppositions as hard-soft and continuous-
discontinuant/24/. Wwhat a great differ-
ence between the geometrical linguistic
pattern end the real arrangement of the
consonants in the perceptual space!

Fig.2 (a and b) shows schematic Ié™
presentation of the vowels used &8 stimu
li in experimental phonetic studies:
Fig.<a demonstrates synthetic tour-form
ent stiwuli used in numerous works ??g
at ascertaining "phoneme boundaries / A
Fig.<2b shows Russian stressed and unStr_
ssed vowels. As can be seen from theccg
parison of steady-state synthetic vowel
(400 msec long) and transitory naturel
vowels(varying in duration from to
50 msec), the differences between them
are so great that one cannot assumé o
in processing and identification of i
two groups o? stimuli the same mec
are used.
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Fig.Ll. Russian consonants in a space of
features.,

(a) Russian consonants in a space of
articulatory features, demonstrating

the arrangement of the consonants with-

in phonemic system/l5/;

(b) Russian consonants in aspace of
perceptual features related to the
features "hard-soft" and "continuous-
discontinuant™/24/.

Thus, in investigating speech activi-

ty, when natural languages are studied,
one should consider the following: (l)
Esychophysiological properties of man,

2) how these properties are realized in

a particular phonetic system, (3) in
what way the phonemic system as one of
the upper levels of the linguistic struc
ture effects speech activity.

Such an approach to the study of
Sspeech activity will undoubtedly cause
the disapproval of both phonologists and
representatives of the natural sciences.
let us take courage and borrow what we
need from these opposite provinces!
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Fig.2 The scheme of formant characteris-
tics of the experimental vowels,

28; synthetic vowels

b) natural Russian vowels, both
Btressed and unstressed, occur-—
ring in different phonetic
contexts.

Phonemic terminology, due to thorough
elasboration of the main concepts of the
field, is more precise than psychophysi=-
ological one. Let us consider some of
the terms.

L. The Phoneme is the minimal unit of
the expression system which is able to
constitute and distinguish meaningful
units, i.e.words and morphemes /<5/.The
term "psychophysiological phoneme", as
used by psychophysiologists, is less pre-
cise! psychological phonemes are defined
as units corresponding to non-overlap-
ping areas in the space of acoustic pa-
raemeters of the speech signal. The num-
ber of these phonemes exceeds that of
linguistic phonemes in any language.How-
ever, it is not known exgctly now great
this excess is /i6, p.827. Fig.3 pre-
sents the phoneme boundaries of psychol-
ogical vowel phonemes in relation to the
arrangement of Russian vowels in F1-FIi
plane(¥ig.3a), as well as data on pos=—
sible changes in F1 and Fil of the vo-
wels as a result of coarticulation with
edjacent consonants(Fig.3b). Comparison
of these figures shows that psychologi-
cal phonemes, as revealed in experiments
on synthetic vowels, do not correspond
to the arrangement of natural vowels
based on their acoustic and perceptual
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Fig.3 areas of F-values of natural
Russian vowels and "phoneme boun-
daries”

a) arrangement of Russian vowels in
¥F1-FIl plane and as related to
"phoneme boundaries" obtained in
expériment with synthetic vowels;

b) possible Fi and FII values of
glides with respect to stationary
segments of the vowels:/a, o, e,
t ,u, i/ =~ stationary segments;

cla/ etc. - i-glides of the vow-
els preceded by soft consonants;
/va/,etc.~ glides of the vowels

preceded by. labials.

#hat are the correlates of phonemes in
speech activity? From the viewpoint of
Bpeech production, the minimal unit oﬁ
pronunciation is an open syllable(CV,CCV),
in which the information about the conso-
nant(s) and the vowel is contgined nearly
in the whole of the syllable %, 6/; nei-
ther is it the minimal unit from the view-
point of speech perception, because some
phonemes and classes of phonemes cannot
be identified without minimal phonetic
context /I0/. Finally, if we consider the
main function of phonemes, which is to
constitute and distinguish meaningful lin-
guistic units, the phoneme does not appear
to be their obligatory element: it is a
well-known fact that it only seems to a
subject that the two words differ in some

sound segment /9/; it is also known that
man can "hear" the sound in & sound sequ-
ence(more often in meaningful units) even
if it is not present &t all.

We may speculate that the phoneme as
the minimal unit of the expression syst-
em is only necessary to put in good or-
der conceptions about the structure (ar-
rangement, set-up) of meaningful units,
and such a conclusion gives grounds for
the very bold but false claims that the
phoneme as an operational unit of lingu-
istic analysis bears no relation to
speech activity of native subjects. Re-
searchers studying speech acp1v1ty have
already gone througin the period when the
concept of the phoneme seemed to be &
logical device which did not have a7§D/
correspondence with speech material .
Now one can safely say that thg phpne@e
is as real as other units of linguistic
structure, such as the morpheme, the
word, etc., mvidence of its rea;lty for
native subjects is quite plentiful and
is discussed on & large scale in experi-
mental phonetic studies. Let us consider
some of the facts in the seguence that
seem to be the most natural™. .

A phonemic system is represented in .the
brain of native subjects as an organlzed
structure /4, 17/. Phonemic classificat-
ion is used by native subjecps for syste-~
matization of sound units ( in speech .
perception), which greatly vary in thgl
parameters, ana for coding programs O _
essential articulations ( in speech pro-
duction). Phonetic realizgt;on of a pho
nemic sequence, as a specific phenomengg
of any language, is regulated by a who ¢
set of rules (the articulatory basis)ean _
leads to certain peculiarities of perz;g
tual processing ofsacoustic signals(
erce al basis o .
P rg.p;%el honemg and its distinctive
features. Since the middle of the le;clh_
century, this problem, due to the scegc
larly work of Jakobson, Fant, Halle,€ é-
has become central inphonologicaldl§::
sions and experimental phonetic stud} 8y
Linguists concern themselves f}rsp ot’ve
.with the idea of regarding a distin¢ 1ex-
feature as an independent unit of the ol
pression system/3, 14/. Uf utmost imgo
ance for phoneticians is the study © of
articulatory and acoustic correlates el
distinctive features, as well as proc

ures for obtaining information sbout dis~

i i c erception
tinctive features in speech p /6,p19/-
X

Taking this opportunity to acquaint wide
circles of phoneticians with studies
little known outside this country, £
will mainly mention here the results ©
Btudies of Soviet phoneticians.
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No less importent, however, is the
problem of the degree of manifestation of
linguistic and proper phonetic characte— .
ristics of distinctive features in native
subjects' speech activity. s the phoneme
represented by a constant set of distin-
ctive features or does it vary from one
context to another? As a matter of fact,
the answer to this question is closely
connected with a different problem: is
the set of distinctive features of a pho-
neme based only on the phonemic oppositi-
ons existing in a given language or does
the phonemic system itself effect the
procedure of attributing distinctive fea-
tures to phonemes? For example, are the-
phonemes / k', g', x'/ in the words
/rik'i/ “hends", /g'i "anthem" and

/x'itrug/ "cunning” soft or is their soft-

ness an allophonic variation determined
by the character of the following vowel?
Are the affricates /c/ and /é/ voiceless
or are they lacking characteristics of
the feature "voiceless/voiced"? Experim-
ents on speech activity of Russian sub-
gects demonstrate that the set of distinc-
ive features of each phoneme is ascert-
ained on the basis of knowledze of the
phonemic system as a whcle, and if the
feature in question is distinctive for
most phonemes, it is also attributed to
the phoneme which is not opposed to oth-
ers by this feature. Thus, /n/ is a fore-
lingual nasal phoneme, though in Russian
there is no opposition of forelingual and
backlingual nasal consonants; backlingual
k', g', x'/ in the words given above are
80Tt phonemes but not the allophones of
berd /k, g, x/. This conclusion is suppor
ted not only by numerous experiments whe-
re sfubjects make phoneme discriminations
of such sounds, but also by the indisput-
able ability of the subjects to mark the
"unnaturalness", "anomaly" of those stim=-
uli which satisfy our phonological con-
cepts ebout distinctive features but do
not meet the phonetic requirements concer-
ning the correlates of the distinctive
features. 1t is noteworthy that distinct-
ive features are abstractions: each dig=
tinctive feature has a great number of
phonetic correlates, and native subjects
can use any combination of these correla-
tes for the identification of the distin~-
ctive feature in question. The abstract
nature of distinctive features s also
Supported by the fact that the cheracter
of phonemic oppositions is determined not
by the degree of phonetic manifestation
of distinctive features but by phonemic
relations proper. For example, Russian
nasal and soft consonants having distinct
phonetic characteristics are in phonemic
oppositions to each other as unmarked and
marked members, the fact having been de-
finitely confirmed in perceptual experi-
ments on Russien subjects/d/.

1t follows from what has been said
above, that, on the one hand, native sub-
jects behave contrary to the phonological
conceptions about phonological operation
(which have been developed in phonology).
Un the other hand, being tolerant to the
varying charateristics of speech sounds,
native subjects use an effective set of
rules allowing them to proceed from a
variasble phonetic picture to a sequence
of phonemes, thus constituting the expre-
ssion of meaningful units. This, in turn,
means that native subjects use their own
phonemics, which only partly coincides
with thet of a phonologist.

3. The Phoneme and the Morpheme.

From the viewpoint of classical phono-
logy one of the main functions of the
phoneme is its e&bility to discriminate
morphemes. korphemic criteria are also
used both in determining the independent
status of a phoneme and in meking decisi-
ons &s to mono- or biphonemi¢ interpre-
tation of & sound seguence, as well as in
classifying phonemic oppositions. Indeed,
the morpheme is the minimal meaningful
linguistic unit and the ability of the
phoneme to function as the morpheme's ex-
ponent is a very important evidence of
the linguistic segmentation of the acous-
tic continuum into minimal segmental
units, i.e. phonemes. ’

It is necessary to point out that ex-
perimental phonetic studies are very ra-
rely besed on conceptions that combine
both phonemic and morphemic levels of
analysis.

But it is quite clear that a descrip-
tion of human speech activity dealing
with natural coherent utterances should
not ignore the principal rules that gov-
ern the sound(phonetic) structure of mor-
phemes. Russian language studies have ex-
cited an ever-grcwing interest in this
problen. &very chain of sounds can be re-
presentea phonetically, for Russian at
least, as a sequance of open syllables,
and fre: a merphological viewpoint, as a
sequence of morphemes: affixes, roots
and inflections (Fig.4). Segmentation of
the utiereace into open syllables is used
in applied studies and is confirmed by
experiment=2l data/2/,

’ 4
vV cCv oy CCY cvevery cv ccv
M= 0 Arar e ror 1
2iva ti bo'¥pa

agn'c pa am
IR ¥ ) [ SN | N ) SN i O | O W] 6 1
R F P R S SF RSF |

Fig.4 4 sound sequence segmented into
open syllebles (at the top) and morphs
(at *he sottom).

R-root, P-prefix, S-suffix, F-flexion
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iln order to gain an understanding of
how this segmentation cen be rendered
morphologically, that is, how'to trans-
form a sequence of syllables into a seaou—
ence of morphemes, & special study was
carried out.

kach syllable was considered from the
point of view of its morphological seg-
mentation, producing the morphemic syl-
lable structure. This made it possible to
formalize the tramnsfer from syllable seg-
mentation to morphemic segmentation/2L/.

We have every reason to believe that
the relation between the "morphemic stru-
cture of the syllable" and the "syllabic
structure of the morpheme" has psycholin-
guistic correlation and it can be exper: -~
mentally investigated as an element of
human speech activity.

A close study of phonetic properties
of morphemes revealed certain facts
which are important in the evaluation of
morphological criteria used in phonology.

Eirst of all, not every morpheme is
a meaningful unite. Secondly, many morphe-
mes differing in their sound pattern ha-
ve the same grammatical meaning (we are
not considering root morphemes here, of
course). These facts challenge the exclu-
siveness of morphological criteria in
phonology.

Nevertheless, rules governing the com-
bination of phonemes(sounds) into morphe-
mes and their arrangement into word-forms
are language specific; they form one of
the building blocks of what is meent by
"languege comprehension" or "information
about higher levels" in constructing
speech recognition models,

Systematic studies of the Russian Len-
guage Dictionary * where each word is re-
presented as a sequence of morphemes/<3/,
have made it possible to obtain quantita-
tive data for linguistic interpretation
of the predictability of phonemes both
in a dictionary and in speech flow,

110 thousand words were orgemized into
10 thousand word-femilies having the same
basic root. x

The phonetic analysis™ of these roots
revealed the following:

L.approximately half of the roots contain

a stressed vowel,
2.The probebility of the occurrence of a

stressed vowel in the root depends on

its quality:

stres— JNumber of syllables in the root
sl Yl T T2 13 [& [o s
1 2 3 4 2 6 7
100X X3368| 1032] 16| 22 | .
& (3299 | eanl q%z 61 |7 |2
) o4 | 3371 097 [0k | 3

2 3 4 D) 6 7

566 | 1461) 84f| 75 | L
14| 360| 2| L
o [4ios |w049| 273 <

= i

KXphe absolute number of roots containinﬂ
this vowel

esented below were obtained
bghgog%&%egrana%ysis o% the dictionaxry.

The teble shows that there is & con-
sistent relationship between the number
of syllables in the root and the frequen-
cy of roots: the longer the roots, the
fewer their number. Uf freque7t occyrren-~
ce in stiressed syllables are a/,/e/ and

o .

3. The probability of occurrence of un-
stressed vowels in the root morpheme
varies: the more frequent are and

i/, 1less frequent are ?u/ and /1/.

4, The description of root morphemes in

terms of generalized phonetic struct-

ure(C and V) revealed <9 different
combinations, the more frequent of
them being CVC, CCVC, CVCC and CVCVC.

5. historical alternations of vowels(i.e.
changes in the phonemes of the root
morphemes which cannot be explalped.by
phonetic rules of modern pro unciati-
on) occur in approximately 3% of all
roots,alternations of consonants - in
nearly 6%. .
mMost prefixes, as our investigation

revealed, contain an unstressed vowel.

This indicates that a stressed vowel 1n

a prefix is an exception rather than the

rule,which any Russian speaker can use 11l

phonemic identification of a vowel in &

prefix ( the prefix Sec = b'is  for ex-
ample, occurs in the dicgion7ry 409 tim-
es, whereas the prefix &ec, = bres/ only.

3 times; the prefix om =/at/occurs <04

times, whereas om =/ot/ is found only

times).

The computer based dictionary has
made it possible to determine the freque-
ncy of cases in which considerable vowel
reduction occurs and, as a consequence,
the simplification of the phonemic sequ~”
ence. ln Russian vowel reduction is oft~
en found in post-tonic parts of the word.
A special computer programme enabled us
to extract all unstressed fragments giv~”
en in the dictionary; 67% of word-forms
contain such fregments in their struCE%BO
re; every 31l fragments out of  the
which are possible occur in 90% of all
word-forms having post-tonic parts.
Research is under way to establish the
relationship between the phonetic and
morphological properties of these frag~”
ments. )

These studies may seem to have no di-
rect reference to the investigation ©
humen speech activity, but this is noter
so.The "language competence" of & speek
implies not only his ability to make useé
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of phonemic and phonetic distinctions of
his language, but also to understand the
meaning of the phonetic complexes. The
system of basic kmowledge which forms the
mechanisms of recoding sounde into mean-—
ingful units includes also the comprehen-
sion of rules of word-formation which en-
able the speaker to make lexical and gram-
matical interpretation of a phonetically
vague series of sounds.

The study of regularities governing
the formation of the phonetic structure ot
an utterance in a particular language is
one of the necessary constituents in the
investigation of human speech activity.
The study of speech perception, exhausti-
ve as it might be,will give us informati-
on only about the potential capabilities
of human speech activity, whereas inform-—
ation about the predictability of occur-
rence of phonetic patterns of meaningful
units makes it possible to put forward a
reasonable hypothesis about the mechanisms
which enable the listener to predict one
element of speech by the other and the
abilities of the listemer on which the
speaker can rely when he allows himself
certain deviations from the "ideal" pho-
netic pattern of the utterance he produ-
ces,

In fact, the problem of defining the
acoustic cues for the transformation of
the acoustic continuum into a succession
of discrete elements in speech perception
or automatic recognition by a computer
cannot be solved without reference to all
possible modifications of the whole word,
These modifications are governed by cert-
ain rules. This means that in order to
give a thorough and comprehensive phonet-
1c description of the sound system of a
particular language, it is necessary to
take into consideration both allophonic
modifications caused by the phonetic en-
vironment and modifications due to tempo
variation, the intonation pattern and the
placement of the word in the phrase ( va-
riability caused by deviations from stan-
dard pronunciation is the subject of a
special study).

So the problem is to create & phoneti-
cally representative speech material that
will enable us to obtain necessary infor-
mation. o

We will use the Russian languege-to il-
lustrate how it can be done.

As mentioned ebove, there are statisti-
cal data on the open syllable in Russian:
<00 most frequentlg occurring syllables

cconnt for about 80% of any Russian text
15/. These are sequences of CV, CCV and
CCCV, both stressed and unstressed.

Fig.o(a,b,c) shows the relative frequ-
encies of syllables with various vowels
(in per cent) and the relative frequencies
of stressed and unstressed vowels in CV,
CCV and CCCV sequences,

1t is evident that syllables with the

the vowels /a/,/i/ and /u/ prevail in the
group of most frequently occurring sylla- -
bles; the number of syllaebles containing
stressed /o/ and /e/ is considerably
greater than that of syllables with un-—
stressed vowels; other vowels were more
frequenz}y found in unstressed syllables.

o a
60 1
40 1

i;: \\«

%o |
100 ] « °
80 1 o °
60 - o

b L o]

40 - .
20 - .

o

ol e ]
' r
|

% ¢
700r (o}

&r © o °®
60 t
01
00 - ' o + ©

0| ' !

3 .. 1 i i 1 I
o a ¢ 0 r «4 €& -
Flg.a Relative frequencies of syllables

in Russian:

éagcontaining various vowels
b)end (c)containing either stressed
or unstressed vowels (filled and un=-
filled circles). Data on CVsyllables

are given in (b), and on CCv and CCCV
syllables in (c
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The occurrence of consonants and their
clusters in these syllables is in accord
with the known statistical data for the
Russian language /II/. The creation of a
phonetically representative text is nece-
ssary not only for experimental studies
of speech activity but rether it should
serve as a component of the bank of pho-
netic data obtained for any language in
various computer techniques for proces-
sing and storage of phonetic information.
This text, together with simple phonetic

- sequences like CV and CCV, will provide.
" necessary information both for theoreti-

cal research and applied studies of
speech signals. In its "ideel” form this
bank of phonetic data must contain the
following four blocksé?ig.G):

L. Block of physical(acoustic) inform-
ation proper, which characterized distri-
bution of acoustic parameters at the allo-
phonic level as well as their combination

within a.word-form,

LL. Block of phonetic properties of
final constituents of the word-form(i.e.
morphemes).,

L1.Block of phonetic properties of the
word-form as a combination of morphemes:
it allows sequences of sounds which are
impossible within & morpheme.

V. Block of phonetic properties of a
text of any length.

The first of these blocks seems to be
the simplest since it transforms the re-
corded text into digital representation
and performs segmentation of the computer
version into "fragments" in accordance
with the prescribed tramscription. One of
the disputable. questions here is the num-
ber of informants necessary for obtaini
a statistically adequete and reliable cor-
pus. They may be few ,but a preliminary
selection with the help of an experienced
phonetician is necessary, since he is sb-
le to assess both the standard of pronun-
ciation and the degree of its individual
veriability. The computer version of pho=-
netic material makes it possible to obta-
in any information which may be interesting
for a phonetician and also mekes possible
accurate comperison of data obtained by
other linguists.

The second block in which the information
about phonetic properties of morphemes is
stored, also requires the use of the com-
puter based dictionary segmented into mor-
phemes and computer programmes which make
1t possible to obtain the necessary infor-
mation.

The realization of the third block is
also impossible without the computer bva-
sed dictionary. Une of the best examples
of such dictionary is the above mentioned
Russian Derivational Dictionary by Dean S.
worth (et al.) which gives information
about predictable combinations of deriva-
tional morphemes in itussian .
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and, finally, the block of phonetic --
properties of a text which in fact is
the algorithm for an automatic transcrip-
tion which converts any orthographic re-
cording into a sequence of phonetic sym-
bols. Since every phonetic symbol is as-
signed its possible acoustic realizatias
in the first block, such a transcriber
should provide an optimal synthesis of

e text.
e The realization of the bank of phone-
tic date as it is described here is a
very difficult and responsible task.Only

‘a few fragments of each of the four

blocks have been realized up to now.But
our confidence in the necessity of this
work is justified by the interest arous-
ed by this idea in linguists and repre-
sentatives of applied sciences. In some
respect, to create a bank of phonetic
data means to construct a model of human
speech activity.

'J!J I iJZQ' i Z

1 —t

Fig.6 A scheme of phonetic base data
with linguistic information considered
l,il M1 "and LV - blocks of phonetic
properties.Upper lines with arrows
indicate the most closely tied blocks
providing for analysis and synthesis
of speech. Lower lines with arrows in-
dicate the direction of information
transmission in linguistic processing
of speech.

Fig.6 shows the structure of the bank
of phonetic data and the relations that
seem important both from the linguistic
point of view and from that of the inve-
stigation of human speech activity. _

%he block of acoustic data which con
tains information about the realization
of sound units may provide data for a
relieble and thorough description of the
acoustic cues of the distinctive featu-
res and for the description of gtandard
pronunciation. Segments from this block
may serve handsomeély as transcription
symbols, since each of them is assigned
information about the position of the
corresponding allophone. Phonetic trani
cription provides information about P%m_
tential phonetic variability of each P o
neme. 1t is important that these segmer
ts can also be used for comparison &8
"ideal" models., i

Classification of final constituents
of word-forms - morphemes - in terms ©
phonetic and phonological units is ex—_
tremely important for linguistic analy s
sis proper, since we know very little ae
yet sbout the quantitative aspect of tﬂy
relationship of the two types of lingul
tic units, the phoneme and the morphemé:

fiow often does a phoneme perform its dis-
tinctive function, i.e. how many morphe-
mes are distinguished by the phoneme alo-
ne? which phonemes are the more active in
this respect and which are less 807 How
often do the morphemes which differ in
various respects have the same phonemic

- make-up? How many morphemes with the same

gremmatical meaning differ in their pho-
nemic meke-up? Even the listing of these

problems mekes it clear that information

cannot be obtained without the use of com-.

puter techniques which are employed not

. Just because of fashion but as vital re-

search necessity. "
From the linguistic point of view, in-
formetion about the phonetic properties’

of a word-form as a combination of morph-

emes is also of some interest, since it
enables us to obtain quantitative data
that characterize processes of forming a
phonetic pattern of lexical items. e
occurrence of definite classes of phone-

mes in definite positions within a word~-

form is a universal phenomenon, but only
by comparing inherent phonological pro-
perties of sound units with their funct-
ions within the word-form and the mor-

pheme can we obtain new data in this res-

pect. These phenomena which occur within
the word~form may even give specialists
in the field of diachronic phonetics
something to think about.

Finally, en automatic transcriber
performs the analysis of any text in
terms of the first three blocks, and thus
not only verifies the various properties
of sound signals but also enriches the
content of these blocks with the data of
the text.

In conclusion, I would like once

again to draw your attention to the nece-

88ity of the investigation of those spe-
Cific aspects which are pertinent to
human sppech activity. The development
of new end reliable methods is only be-
ginning. To these we may refer the in-
vestigation of the perception of foreign
language sounds (familiar aend unfemiliar
to the listener), the comparison of re-
sults of the identification of the same
speech stimuli( synthetic sounds, for
example) by speakers of different langu-
ages, the analysis of perceptual abilit-
ies of speakers of those languages which
have different rules governing the com-
bination of phonemes into meaningful
units (Russian compared to Turkish, with
its laew of vowel harmony). The modifica-
tions of Russian sound units produced by
the speakers of different languages is a
good model of the influence of one's
native language on one's speech activity
in a foreign language. .
How to investigate these fine mechanisms
of the.influence of the linguistic sys=-
tem on human speech activity is the
problem which requires cleose attention

of all specialists interested in obtain-"~
ing new data about properties of speech
production and perception. :
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ABSTRACT
We present two methods, which use alterna-
ting magnetic fields, for measuring arti-
culatory activities., The first method uses
homogeneous magnetic fields and as
induction coils a flat flexible rectangu-
lar coil and a magnetic potentiometer. The
second method uses inhomogeneous magnetic
fields and small dipole receiver coils,
Some examples of comparative measurements
of various articulatory movements
during speech production are presented
here in order to demonstrate the

applicability of the system.

INTRODUCTION

One of the most important problems in the
phonetic sciences is the measurement and
theoretical modelling of the articulatory
motions and their relation to the acoustic
speech signal,

For the direct registration and measure-
ment of the articulatory motions several
methods have been developed in the past.
However, most of them are very expensive
or/and have some undesirable bioeffects
[2]. Some other techniques, based on
pulsed-echo ultrasound [3], are not tissue
invasive but disturb the articulation a
little, and they are not suitable for
measuring all the articulatory parameters.
We developed two magnetic methods, by
which we are able to measure the tongue
and jaw movements. These methods hardly
disturb the

speech production, are

biologically safe and not expensive. We
also present here some comparative inve-
various quantities

stigations between

related to the articulatory movements.

METHODS

Homogeneous fields

The first magnetic method uses homogeneous
fields,
Helmholtz-coil pairs with different fre-

generated by three orthogonal

quencies (15, 17.5 and 20 kHz) surrounding
the head of the subject. One of the coil
pairs is not quite "Helmholtz", but serves
only for correcting purposes. The
homogeneous fields do not allow to measure
absolute positions, but vectorial
distances can be measured more exactly. We
used two types of receiver <coils: a
magnetic potentiometer (MPM) and a flat
flexible coil (FC).

By the MPM, i.e. a long, thin and flexible
coil, we can measure the wvectorial
distance between its ends with the help of
the voltages induced by the three fields
in the coil. These voltages depend only on
the position of the MPM's ends (Fig. 1).
We place and fix the coil's ends on the
upper and lower 1incisors. Thus we can
measure the distance of the upper to the
lower jaw in the midsagittal plane.

The FC (with one or two rectangular
windings, which are embedded between two
flexible plastic sheets) 1is attached to
the tongue surface in order to measure the

tongue "curvature" and the angle of the
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tongue tahgent relative to the Erankfort
horizontal line in the midsagittal plane.
By the induction of the same homogeneous
fields as above, a two dimensional
vectorial distance of the short edges can
(Fig. 2),

curvature and the

be measured which can be
interpreted as the
tangential direction of a tongue surface
element. An outline of the vocal t;act
with the positions of the coils is shown
in Fig. 3.

A longer flat coil allows us to measure
the distance palate-tongue, if one edge of
the FC 1is attached to the

palate and the other to the tongue. Thus

immoveable

we had the possibility to obtain measure-
ments relative to the head of the subject.
But' this technique may be too disturbing
during speech production.

Dipole fields

The second method uses four dipole
transmitter coils placed on the edges of a
square in the median plane of the
(Fig. 4). The

coils are driven at the same frequency but

subject's head opposite
opposite phase, so that the field strength
equals zero at the centre of the square.
Each coil has 22 cm distance from this
centre. Another pair of transmitter coils
with

median

their axes perpendicular to the

plane are wused for correcting
purposes. This (circular) coil pair gene-
rates a nearly homogeneous field about the
centre of the

above-mentioned square,

4th-order
polynomial [4]. These coils correct the

which 'is approximated with a
induced amplitude for a possible deviation
of the receiver-coil axes from the normal
of the median plane. The receiver coils
attached to the tongue surface are about 1
mm thick and 3 mm long, with a ferrite
core and With such

miniaturized dimensions of the coils no

about 400 windings.

disturbance during speech is given (they
are smaller than the pellets in [2]). They
are pasted on a plastic strip, which is

'thén : attached” to the

-8
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tongue., This
facilitates obtaining the proper orienta-
tion and position of the coils, protects
the coil's leads and enhances
reproducibility. Another receiver coil is
placed on a immoveable point of the head
upper

Since we use

(e.qg. incisor) wused as reference

point. synchronous
demodulators for the detection of the
receiver signals, we can distinguish the
sign of the field strenghts, unlike [1].
The field

Cartesian coordinates by a zero~detection

strengths are converted into

iterative technique. The calibration

constants can also be estimated by a
similar iterative technique.

The electronic section of the apparatus
coﬁsists of a transmitter (three sinewave
lock-in

three

oscillators) and a receiver

amplifier, which separates the
induction voltages of the receiver coils
by a synchronous demodulator and three
4th-order Bessel filters. The advantage of
the lock-in circuit is that it keeps the
disturbing voltages to a minimum and
allows the distinction of the sign of the
induced voltage.

The errors of both methods are below 1 mm.
Simultaneously with the motions of the
coils the speech signal is picked up by a
Sennheiser microphone (MKH 105), in order
to compare the signal
articulatory parameters. For
any acoustical disturbances all the
measurements have been done
free chamber. All the signals (speech and

those from the

preventing
in an echo-

lock-in amplifier) are
digitized and fed into a laboratory compu-
ter.

MEASUREMENTS - DISCUSSION

With = the homogeneous-field apparatus
tongue and jaw movements have been meas-
ured in VCVCV utterances.
investigations have been done of the time

which is required from the start of the

Comparative
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with  the

movements until the onset of phonation and
the maximal velocity or the maximal ampli-
tude of the movement; between the latter
two quantities we found a roughly linear
dependence of the data (Fig. 5). We
measured the coordination between the jaw
and tongue movements. Specifically, we did
some investigations about the repetitive
production of /d4/, /t/, /p/, combined with
/a/, /u/, /o/ and /au/. In the comparisons
of tongue and jaw movement we found a
positive correlation (an example is shown
in Fig. 6). Jaw measurement
examples by the dipole-field method will
be presented at the Congress.,

These methods have the following advanta-

and tongue

ges: negligible disturbance during speech,
they are inexpensive, and they are biolo-
gically safe. The disadvantage of the
homogeneous-fizld method is that it is

impossible to registrate parallel

placements of the coils (thus no absolute

dis-

positions can be measured). This disadvan-
tage is avoided by the second method (the
fields). uUnlike the first
method, we can thereby measure absolute
positions in the mouth, with the transmit-
ter coils,

inhomogeneous

having fixed positions
the head of the

frame. In further

about
subject, as reference
of these

optical

development

methods we them with
methods (measurements of the lip opening
area [5])

combine

and collect a large amount of
data for application in articulatory and
speech modelling.

REFERENCES

[1] van der Giet G. "Computer-controlled

method for measuring articulatory
activities", J. Acoust. Soc. Am. 61, 1072-
1076 (1977).

(2] Fujimura ©O. "Modern methods of

investigation in production",

speech
Phonetica 37, 38-54 (1980).
[3] Keller E., Ostry D.J.

measurement of tongue

"Computerized

dorsum movements

with pulsed-echo ultrasound", J.
Soc. Am. 73, 1309-1315 (1975).

[4] Nagaoka H. "Magnetic Field of Circular
Currents", Phil. Mag. 41, 377-388 (1921).
[5] Kretschmar J.

Acoust,

"New method for fast
continuous measurement of the lip opening

area", J. Acoust. Soc. Am. 62, 474-476
(1977).
Fig. 1: Schematic of the magnetic

potentiometer; dashed line indicates the

vectorial distance between MPM's ends.

Fig. 2:

Schematic
coil., The

of the
hatched planes

flexible flat
indicate the
projections fields. The
dashed line indicates the
vectorial distance.

normal to the

measured

Se 1.1.3 25



MPM
Tongue

Fig. 3: Positions of the flat coil and the

magnetic potentiometer in the vocal tract.
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Fig. 4: The dipole coil system.
Transmitter c¢oil pairs with frequencies
f1, £2, £3; r: three receiver coils on a

plastic strip in the middle of the system.
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ABSTRACT
Electromagnetic articulography (EMA) is a non-invasive
method of investigating the movements of articulators inside and
outside of the vocal tract. With this method, it is possible to register the
articulatory movements of the tongue during on-going speech and to
reveal the dynamic, speech-physiological aspects of palatalization in

Russian.

INTRODUCTION

Palatalization is a linguistic phenomenon of wide occurrence.
In a slavic language such as Russian, it is especially prevalant and has a
(mor)phonemic significance. There are some theoretical linguistic
investigations [1,2,4,5,7,89] and experimental studies [3,5,6] on
palatalization in Russian. However, a direct recording of articulatory
movements of the tongue, which modulate the vocal tract configuration
underlying palatalization, is still lacking. EMA offers the possiblity of
routinely sampling large amounts of speech data for empirically testing
theories of palatalization specifically, as well as modelling speech
production in general.

METHOD

EMA (Fig.1) is based on the physical principle that a magnetic
field of an oscillating dipole decreases as a cubic function of increasing
distance from its center [10,11,12]. The distance between a receiver and
a transmitter coil can be determined by measuring the voltage induced
in the receiver if the axis of both coils are parallel. Use of two
transmitters allows calculation of the x / y coordinates of the receiver if
the receiver does not tilt or twist. A third transmitter corrects
falsification of the signal due to tilting or twisting of the receiver and
enables precise localization of the receiver by iterative solution of non-
linear equations.

The three transmitters (4 cm x 2 cm) are fixed on a helmet and
positioned around the head of the subject in the midsagittal plane. The
receiver coil (2 mm x 4 mm) can be attached to the tongue with a tissue
adhesive (Histoacryl blau). The signals from the receiver are fed into

the analog circuitry via a thin copper wire (0.13 mm).

Fig.1. Electromagnetic Articulography. Fig.1a. Three transmitter coils
(T) are fixed around the subject in the midsagittal plane. Fig.1b. Tilting
of the detector (receiver) coil (D) weakens the signal and the radius (r)
seems to be greater. A third transmitter corrects this effect and the

unique solution of the nos-linear equations is iteratively approximated.

The temporal resolution depends on the sample rate (up to 1
kHz), which was 125 Hz for the present experiment. The spatial
resolution of the system is 0.5 mm in the major working range.

A physiological frame of reference is necessary for a
reasonable orientation and localization while examining the movement
trajectories of the tongue. One reference sclected is the profile of the
palate, which is obtained by sliding a receiver coil in the midsagittal
plane along the palate (Fig.2). The overlay plot of Fig.2 demonstrates
the reliability of the recordings. Another physiological reference is the
occlusion plane of the subject, which is close to the resting position of
the tongue. All data are presented in a coordinate system in which the

x-axis is parallel (o the occlusion plane of the subject.
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In the present experiment two receiver coils were positioned

upon the central furrow of the tongue, one about 2 cm from the tip of
the tongue and the other at the dorsum of the tongue. The subjects,
who are native speakers of Russian, were then requested to repeat
various types of syllables in Russian, including: 1). non-palatalized
consonant’ plus vowel <CV>, 2). palatalized consonant plus vowel
<C'V> (the palatality is indicated by an "apostrophe”), 3). syllable

with [j]-insertion between consonant and vowel <C()jV>.

back front

Fig2. Three consecutive recordings of the midsagittal profile of the
palate of a subject facing to the right. Fig.2a-c: Single plots. Fig.2d:
Overlay plot.

RESULTS

The Russian vowels <i> and <y> deserve special attention
with respect to palatalization in Russian: the consonant which precedes
the vowel <i> is always palatalized, while the consonant which
precedes the vowel <y> can never be palatalized. It is disputed
whether they should be treated as allophones. Fig3 compares the

tongue positions of these two vowels.
For articulating the vowel <i>, the forward and upward
movement occurs mainly at the front of the tongue, whereas for the
vowel <y> the backward and upward movement occurs mainly at the
back of the tongue. In order to determine the precise tongue position at
a certain point in time, acoustic signals and movement signals, which
are recorded synchronously during the experiment, are compared. For
both vowels, the baseline of the tongue position shows the resting
position of the tongue, which is approximately in the same plane as the
occlusion plane, and is therefore parallel to the x-axis of the coordinate
system. As a rule, both vowels are pronounced when the tongue reaches
its highest position. The tongue position of <i> differs from that of
<y> in that the tongue as a whole lies further forward. This is in
accordance with the phonetic description that [i] is a high front vowel
and [y] is a somewhat high and relatively back vowel. It is noticeable
that the distance between the two receiver coils changes not only from

vowel to vowel but also from time to time during speech movement.

In traditional static phonetics, the tongue tends to be simplified
as a rigid mass, which moves at the same time in the same direction. In
fact, the tongue is a heterogencous mass so that different parts can

move at the same time with different amplitudes and in different (or

even opposite) directions.

back PALATE front
r._..—-—-&
-~
a * <>
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Fig.3. Tongue Positions of Russian Vowels. Fig.3a: <i>. Fig.BI'): <y>.
Fig3c: <i> and <y>.

Since palatalization is closely related to high front vowels, it is
generally treated as a regressive assimilation through high front
"vowels", especially through the vowel [i] or the glide [j]. But the
formulation of such a rule of palatalization is opaque in Russian,
because, in Russian, palatalized consonants do not occur exclusively
before high front vowels, and, furthermore, non-palatalized consonants
also occur before high front vowels. Neeld (1973) suggested an addition
of rules to solve the problem of opacity [8]. This means - in the case of
Russian - an insertion of the glide [j] must be postulated. Yet the
Russian phonology requires a fine distinction between palatalization
and [j]-insertion, e.g.: <sem’f> (gen, sig. of "seven") and <s’em()ji>
(gen. sig. of "family") are a minimal pair. This dilemma of static

phonology can be solved by investigating the dynamic aspects of

palatalization with EMA. Fig.4 and Fig.5 demonstrate the distictions

between palatalization and [j]-insertion.

In the case of the palatal fricatives, the front of the tongue
moves to a greater extent in comparison with the back of the tongue.
The articulatory movements of the front of the tongue for the non-
palatalized palatal fricative <Sa> are the parts of the trajectories, i
which movement from the position for the palatal fricative <S> at the
top directly down to the position for the vowel <a> occurs. The

curved trajectories forward and upward are the preparatory movements
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of the tongue for pronouncing the target syllable. During the silent
period, the tongue first returns to its resting position and then the front
of the tongue moves backward and upward in order to reassume the
initial position of the palatal fricative <S>. The trajectories for the
palatalized <S$’a> are loops which differ from those of the non-
palatalized <Sa> in that the initial position for the palatalized

consonant <§’> already lies more at the front at the very beginning of
the articulatory movements.

back PALATE front

Figd. Palatalization of the palatal fricative <S>. Fig4a. Non-
palatalized <Sa>. Fig4b. Non-palatalized <Sa> vs. palatalized
<S'a>. Figdc. Non-palatalized <Sa> vs. <S(C)ja> (with [j]-

insertion). Figdd. <Sa>, <S'a> and <S§()ja>.

Although <Sja> and <Sja> are written differently in cyrillic
orthography, acoustic and articulatory investigations do not show any
difference between them. Phonologically, the palatalized consonant and
the corresponding non-palatalized consonant are neutralized in the
position before an inserted [j]. The articulatory movement for
<S(")ja> is no longer a nearly "straight line" but becomes a very bent
curve. This indicates that the syllable contains three segments instead of
two. Before the front of the tongue reaches its final goal, which is the

area for the vowel [a], it passes an intermediate station, which is the

area for the glide [j]. The initial position and the final position of the
articulatory movements and even the preparatory movements of the
trajectories of <Sa> and <S(’)ja> coincide with each other. When
we compare the trajectories of all three syllables, we find that the
trajectories of the palatalized <S’a> lie just between those of the non-
palatalized <Sa> and those of <S()ja>.

All these three syllables <Sa>, <S’a> and <S(’)ja> have
the vowel {a] in common. The turning points at the bottom of the
trajectories of the articulatory movements of these three syllables lie
fairly close to each other. Yet at the same time there are still some
deviations. A detailed study of the trajectories together with the
acoustic signals shows that the vowel [a] is pronounced before as well as
after the turning point is reached. Thus, there is not a single point but a
whole area in which the vowel [a] may be produced. This means: speech
production requires on the one hand precise tongue movement when

sounds are to be differentiated, but allows on the other hand a certain

degree of freedom when sounds are not to be differentiated.

back PALATE front

Fig. 5. Palatalization of <r>. Fig.5a. Non-palatalized <ra>. Fig.5b.
Palatalized <ra>. FigSc. <r(’)ja> (with [j}-insertion). Fig.5d.
<ra>, <r'a> and <r(’)ja>.

The situation is similar when we compare <ra>, <r’a> and
<r()ja> (Fig5). For articulating <ra>, the front of the tongue

moves from its resting position first backward and then upward in order
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to form a constriction with the palate. Through interaction with the air
flow, the tip of the tongue is sct into vibration. Then it moves down to
the arca of the vowel <a> and then forward to its resting position.
The trajectories of <r'a> differ from those of <ra> in that firstly, the
constriction point of <r'a> lies (about 5 mm) more to the front and
secondly, the front of the tongue moves somewhat forward in the
direction to the position of the glide [j] after the tip of the tongue
begins to vibrate. This forward movement is even greater for <r(’)ja>.
The difference is about 5 mm. On the whole, the trajectories of <r'a>
lie again between those of <ra> and < r(’)ja> and are more similar
to those of <r()ja> than to those of <ra>. This can be confirmed by
data for many other consonants. Acoustically, palatalization and [j}-
insertion resemble each other so much that most non-native speakers of

Russian have difficulties distinguishing them.

DISCUSSIONS

The EMA investigation of the trajectories of tongue
movements shows that there are similarities as well as differences
between palatalization and [j]-insertion. It also shows that there are
constants as well as variants in speech production. On the one hand,
each sound requires a certain vocal tract configuration in order to be
able to be distinct from other sounds in the language system. On the
other hand, the various articulators are able to compensate for each
other, so that each articulator has a greater degree of freedom. This
speech-physiological interpretation of polymorphism supports the
assumptions of generative phonology that even among distinctive
phonemes in a language, there are still some overlapping of articulatory
and acoustic elements.

In this sense, palatalization means the partial take-over of the
acoustic and articulatory elements of the palatal glide [j] and, at the
same time, differentiation from [j}-insertion. This means more exact
spatial and temporal coordination between various articulators.
Spatially, the trajectories of the palatalized consonant reach only the
peripheral area of the glide [j], whereas those of the corresponding
syllable with [j]-insertion pass through its center. The whole vocal tract
is so configured for the palatalized consonant that it acquires the
partial acoustic effect of a palatal fricative. At the same time, it is
temporally so coordinated that the trajectories of the palatalized
consonant pass the area for the glide {j} in approximately 20-30 msec
less than the trajectories of the corresponding syllable with {j}-insertion.
Thus, under certain circumstances the consonant and the short glide
« 1ld be treated as a new consonant rather than two segments of a
+duble.

In a broader sense, palatalization is a reduction of "extrava-
gant” speech movements in the motor realization of the whole speech

sequence. Since velar consonants and dental consonants require a

greater extent of speech movement from the neutral position of the
tongue than palatal consonants, they tend to be reduced to palatal
consonants. This extended interpretation of palatalization can offer a
unified explanation for palatalization at the phonetic level as well a5
palatalization at the historical, morphonemic level.
CONCLUSION

EMA investigation shows that palatalization can be treated in
a wider framework of dynamicspeech motor planning as an
optimization of speech movement in the total planning of the whole
speech sequence. This optimization of speech movements in various
speech environments may result in a differentiation of the structure of a

language.
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A BIBLIOGRAPHY OF X-RAY STUDIES OF SPEECH

SARAH N. DART

UCLA Phonetics Laboratory, Dept. of Linguistics, Los Angeles, CA 90024-1543 U.S.A.

ABSTRACT

This paper reports the compilation of a bibliography of
all studies of speech which include some x-ray data. The
bibliography has been entered into a data base program
for implementation on the Apple Macintosh computer and
is currently being used by the UCLA Phonetics Lab

Group.

Over the years, we at the UCLA Phonetics
Laboratory have been compiling a bibliography of
speech studies which contain some x-ray data. This has
primarily been to gather a large data base of x-ray
tracings and photographs for use in our research. During
the past two years we have expanded this bibliography
tremendously and entered it into the Microsoft File
database program for implementation on the Apple
Macintosh computer. This enables us to search entries
with certain specific characteristics, such as language,
author, or a certain segment of interest.

As a point of departure we took the existing
bibliographies of Macmillan and Keleman (1952) [1] and
Simon (1961 [2] and 1967 [3]) and reviewed each entry
that we could locate, putting it into our database format.
In addition, we have searched and reviewed many more
sources not listed in those previous bibliographies and
are still adding to the collection. Presently our
bibliography consists of over 335 entries from 270
different sources (sources involving more than one
language are listed in separate entries for each to
facilitate searching).

FORMAT

We have organized each entry in our data base into

ten "fields" according to the format shown below. These
fields are: 1) author 2) year of publication 3)
bibliographical reference 4) language involved 5) type of
x-rays (i.e., still or cine-x-ray and if the latter, the frame
speed) 6) segments covered (in the IPAPIus phonetic
font developed at UCLA) 7) number of speakers filmed 8)
location in our laboratory of the full publication 9) other
data provided in addition to x-rays 10) a short abstract
giving more specific information as to the type of data
provided and the usefulness thereof, but not intended to
be a summary of the author's claims or intent.

Author(s) |Year
Reference
Languagel(s) H-ray typ
Segmentts) No. spkrs
Location
Other Data
fibstract

Figure 1. Blank format for each entry in the database.
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A sample entry is given below to clarify the format.

Charbonneau, R. 1970
Le phonéme /¢ en frangais canadien. In B. Hala,
M. Romportl and P. Janota (eds.), Proceedings of
the Sixth International Congress of Phonetic
Sciences (Prague 1967), pp.253-264. Prague:

Academia.
French (Cdn.) 36 fps
£ptkts 2

X
spectrograms

Describes in detail the realization of [§] in
Canadian French. Two speakers were filmed at 36
frames/sec saying phrases consisting of 4
syllables, the last one containing [¢. 33
composite tracings are given, showing successive
frames of the syllables [pé ki f§ s& pit, tét].
Spectrograms are also given of the same phrases
and of the corresponding oral vowels.

Figure 2. Sample database entry.

APPLICATIONS

Each of these "fields" can be searched
independently. Thus, for example, one can search for all
entries from a particular language, or all those containing
palatograms as well as x-rays, or those involving a
particular segment. We have found this to be a useful
tool in our research for easily locating articulatory data to
compare segments or languages and check hypotheses.
As an example, one of the laboratory members, Dr.
Patricia Keating, was able to quickly perform a
comparison of the differences between fronted velar
consonants and true palatals by comparing x-rays from

several different languages brought together for her by

the x-ray bibliography database. Without this easy

location of the relevant sources and the immediate
knowledge of whether there even existed an appropriate
body of data to examine this question, this study would
have been tedious and time-consuming to the point of
perhaps precluding the investigation altogether. With the
exception of the location field, which refers only to our
laboratory here at UCLA, this bibliography can also be
useful to other phoneticians, either as a simple printout
for reference or as a computer database program. We
have no doubt that many participants at this congress
know of sources of x-ray data that we are not aware of as
yet. We look forward to widening our_database from the
contributions and suggestions of the other participants.
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ETUDE AERODYNAMIQUE DU SOUFFLE PHONATOIRE UTILISE DANS LA LECTURE D'UN TEXTE EN FRANCAIS

Bernard TESTON et Denis AUTESSERRE

Institut de Phonétique de 1'Université de Provence 1
U.A. 261 du CNRS, Aix-en-Provence, France

RESUME

La respiration vitale comporte une alternance de
phases d'inspiration et d'expiration qui se pro-
duisent avec des durées et des amplitudes bien
connues.

Comment la respiration est-elle modifiée chez un
sujet soumis a une tache de lecture ?

Les résultats obtenus montrent que la répartition
des pauses respiratoires est en grande partie gui-
dée par la ponctuation du texte.

Quelles sont les nouvelles relations qui s'éta-
blissent entre les durées et les volumes d'air des
phases successives d'inspiration et d'expiration ?
Nos résultats démontrent plutdt un contrdle souple
qu'atteste une grande plasticité d'adaptation du
systéme respiratoire aux contraintes d'organisation
linguistique de 1'énoncé.

INTRODUCTION

L'étude instrumentale des phénomenes aérodynamiques
mis en jeu lors de la respiration et modifiés lors
de la production de la parole, s'inscrit en France
dans une longue tradition, plus que centenaire, ja-
Tonnée par les travaux d'Etienne MAREY, de 1'abbé
ROUSSELOT, de Marguerite DURAND et de Georges STRA-
KA. La présence, a la Faculté d'Aix, d'un kymogra-
phe acquis par Georges LOTE, a permis, d&s la créa-
tion d'un enseignement de phonétique expérimentale
par Georges FAURE et Mario ROSSI, d'initier plu-
sieurs générations a la recherche en phonétique

. physiologique. Dans un passé plus récent, la mise

au point d'appareils de plus en plus perfectionnés
nous a conduit a entreprendre de nouveaux travaux,
avec une orientation plus quantitative, mais con-
cernant toujours les modifications a court terme
des phénomenes aérodynamiques : variations des dé-
?igs d'air buccal et nasal, pression intra-orale
1). .

La réalisation, toute récente, & 1'Institut de Pho-
nétique d'Aix, du dernier pneumotachographe appelé
"Aérophonomdtre III" élargit notre champ d'investi-
gation aux phénomenes aérodynamiques de plus grande
extension temporelle, plus directement en relation
avec la ventilation pulmonaire : débits et volumes
d'air inspirés et expirés lors de la respiration en
phonation, durées relatives des prises d'air et des
groupes de souffle (2).

Avant méme d'entreprendre une analyse détaillée de
la parole spontanée, but essentiel de ce programme
de recherches, i1 nous a paru plus prudent, dans un
premier temps, d'éprouver les possibilités de 1tap-
pareillage nouveau, en partant de 1'étude de plu-
sieurs lectures a haute voix d'un méme texte : les
marques de ponctuation y constituent autant de ja-

Tons susceptibles d'orienter le nombre et la répar-

tition des prises de souffie. Nous aurons, alors, &

répondre 3 trois questions essentielles :

1. Quelles sont, par rapport 3 une respiration cal-
me, les modifications de durée, de débit et de
volume apportées aux phases successives d'inspi-
ration et d'expiration, pendant la lecture d'un
texte suivi ?

2. Cette réorganisation de la ventilation pulmo-
naire est-elle dépendante, et jusqu'a quel
point, de 1'organisation linguistique et du con-
tenu du texte ?

3. Par la-méme, et en dépit de la variabilité in-
terindividuelle, est-il possible de prévoir les
besoins en souffle nécessités par la lecture de
ce texte ?

Nous n'avons pas la prétention de fournir des ré-
ponses définitives & ces questions : nous apportons
Plus simplement des résultats, ayant trait au fran-
¢cais, et susceptibles de s'ajouter 3 ceux déja ob-
tenus pour d'autres langues (3) et (4). Ainsi, nous
contribuerons & améliorer la connaissance des pro-
cessus de production du langage articulé, dont Tes
phénomenes aérodynamiques constituent le point de
départ obligé : au commencement était le souffle !

PROCEDURE EXPERIMENTALE
CHCIX DES CRITERES D'INTERPRETATION

1. - Appareillage et parametres enregistrés

L'aérophonometre III (Fig. 1) se distingue des
autres pneumotachographes utilisés dans les &tudes’
de la respiration par sa trds faible constante de
temps : ceci a pour effet de fournir une bonne dé-
finition des variations & court terme des débits et
des volumes d'air pendant la phonation.

De plus, et contrairement 3 la procédure habituel-
lement suivie, les signaux aérodynamiques buccaux
et nasaux ont &té recueillis séparément 3 la sortie
des orifices correspondants (Fig. 1). I1s sont donc
représentés sur des lignes différentes lors de leur
enregistrement oscillographique (Fig. 2). Ainsi, on
recueille le débit d'air buccal (DAB) - ligne 1 -
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pression sous-glottique.

Figure 1

et le volume d'air buccal (VAB) expiré (VABE) - 1i-
gne 2 - ou inspiré (VABI) - ligne 3 - a 1'aide
d'une embouchure buccale souple, spécialement adap-
tée & la morphologie faciale de chaque locuteur.
D'autre part, deux embouts, introduits dans les
orifices narinaires, assurent 1'enregistrement du
débit d'air nasal (DAN) - ligne 5 - et des volumes
d*air nasal (VAN) expiré (VANE) - ligne 6 - ou ins-
piré (VANI) - ligne 7 -.

Les signaux acoustiques sont captés a 1'aide d'un
microphone placé a 1'intérieur de 1‘embouchure buc-
cale : le phonogramme buccal correspondant (Ph.B.)
- ligne 4 - permet la délimitation temporelle des
séquences phoniques (la vitesse de défilement est
de 50 mm/s).

En plus de cet enregistrement oscillographique,
deux enregistrements magnétiques simultanés sont
conservés sur les deux pistes d'un magnétophone Re-
vox : le "son buccal" et le "son laryngé". Ce der-
nier est recueilli a 1'aide d'un laryngophone (en
vue d'analyses ultérieures de la courbe mélodique).

2. - Sujets et corpus

Dix sujets adultes, cing hommes et cing femmes,
dont 1'dge est compris entre 25 et 45 ans, ont été
enregistrés. Une fois les embouchures buccale et
nasales mises en place, il leur est demandé de se

relaxer au maximum puis d'effectuer plusieurs cy-
cles de respiration calme (RC). Lorsqu'ils se sen-
tent tout & fait détendus ils peuvent aborder 1a
lecture 2 haute voix d'un passage du roman de
Claude Simon "La route des Flandres" (Editions de
Minuit, 1960, p. 63). Ils terminent 1'épreuve én
revenant graduellement 3 leur respiration calme.
L'extrait choisi comprend deux longues phrases sé
parées par un point : "Ils regarderent le cheval
... retroussées. I1 n'y avait que 1'@il ... hu-
mide*. A 1'intérieur de ces deux phrases le lecgem
est en partie guidé par la présence de deux points
aprés "écumé” et de virgules a 1'intérieur des
phrases principales. Ces virgules jndividualisent
des membres de phrase encore trop longs et le lec
teur sera conduit 3 ménager des pauses et des pri-
ses de souffle supplémentaires, en dehors de Ce
marques de ponctuation. Ceci va introduire une as-
sez grande diversité dans les lectures (cf. plus
bas : résultats), chaque sujet ayant a répéter 1¢
texte cing fois et toujours dans les mémes condi-
tions, précédé et suivi de cycles de respiration
calme. .

Les sujets sont convoqués, a quelques jours d'im
tervalle, pour réaliser plusieurs respirations pro
fondes (RP) d'abord i leur convenance, puis d I
demande et, successivement : buccale, nasale, naso
buccale (inspiration par le nez, expiration par I’
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Enfin, une dernigre épreuve consiste a prendre une
inspiration forcée puis a émettre la voyelle /a/
tenue 2 intensité et hauteur constantes, pendant
toute la phase d'expiration. L'expérience est répé-
tée dix fois, seuls les meilleurs résultats sont
pris en compte. I1s permettent de déterminer la ca-
pacité vitale en phonation (CVP) et le temps maxi-
mum de phonation (TMP).

3. - Dépouillement des données et mesures

3.1. - Délimitation temporelle :

La délimitation des phases alternées d'inspiration
et d'expiration, lors de la respiration vitale
(calme et forcée) ou en phonation, est effectuée‘a
partir des lignes de base des tracés de débit d'air
buccal et nasal (DAB et DAN). Ceci présuppose un
bon repére des zéro correspondants. Lorsque 1'expé-
rience en phonation se poursuit plus longuement
(lecture d'un texte ou parole spontanée), il est
nécessaire de contrdler le zéro du DAB en se ré-
férant & de nouveaux reperes tels que la partie
finale de la tenue des consonnes occlusives non
voisées {/p/ et /t/), de préférence en initiale de
syllabe accentuée de type CV ol V est une voyelle
ouverte. De méme, le zéro du DAN, plus difficile
encore 3 stabiliser sera ajusté de proche en proche
sur le tracé correspondant, durant la réalisation
de séquences orales de type CV comportant des con-
sonnes non voisées et des voyelles fermées telles
/i/. Le début de toute phase d'inspiration, ou
prise de souffle, est déterminé par la premidre in-
flection des courbes de DAB ou DAN lorsqu'elles ne

est définie par le dernier retour & zéro du DAB ou
du DAN. Les phases d'apnée intercalées entre inspi-
ration et expiration, sont prises en compte avec la
phase d'expiration qui suit (puisqu'elles en in-
fluencent le débit).

De nombreux problemes de délimitations des groupes
de souffle (GS) peuvent surgir lors de la respira-
tion associée a la phonation. I1 convient de dis-
tinguer soigneusement a partir du signal acoustique
(Ph.B) le temps de phonation et le volume d'air
exhalé correspondant, ainsi que les durées et les
amplitudes des phases d'expiration. Ceci revient a
isoler les segments silencieux a partir du signal
acoustique aux bornes des groupes de souffle, et a
repérer les pauses silencieuses internes, opération
délicate en présence de consonnes ou d'agrégats
consonantiques non voisés.

3.2. - Mesure des parameétres temporels :

Nous procédons a des mesures manuelles opérées sur

des segments précédemment isolés :

- Durées totales des phases d'expiration (TE) et
d'inspiration (TI).

- Durées partielles des temps de phonation (TEP) et
des pauses silencieuses (S).

- Durées qui s'écoulent entre le début de la phase
dtinspiration et le moment d*inflexion maximale
du DABI et du DANI, (TIMB) (TIMN).

- Durées totales des voyelles /a/ tenues :

temps
maximum de phonation (TMP).
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3.3. - Mesure des paramdtres aérodynamiques :

Deux séries de mesures sont effectuées manuelle-

ment. Celle des débits en litres/sec et celles des

volumes en millilitres BTPS (“Body Temperature and

Pressure Saturated" condition corporelle de tempé-

rature et de pression pour un gaz saturé en vapeur

d'eau). Ceci pour tenir compte des facteurs de
correction thermodynamique entre 1'air inspiré et

expiré (5).

Les débits sont : .

- le débit d'air buccal inspiré (DABI) et expiré
(DABE). ]

- le débit d'air nasal inspiré (DANI) et expiré
(DANE).

Les volumes sont : .

- en fin de phase d'inspiration; volume d'air to-
tal inspiré (VATI) somme du volume d'air buc_cal‘
inspiré (VABI) et volume d'air nasal inspiré
(VANI).

- en fin de phase d'expiration; volume total ex-
piré (VATE) somme du volume d'air buccal expiré
(VABE) et du volume d'air nasal expiré (VANE)._

- durant la phonation; volume total d'air expiré
(VATEP) somme de VABEP et de VANEP.

ANALYSE DES RESULTATS

La répartition des pauses avec prises de souffle
pour les 5 réalisations des 10 sujets se distribue
comme suit :

"Ils regard2rent le cheval toujours &tendu sur le
flanc au fond de 1'écurie (1), on avait jeté une
couverture dessus (2) et seuls dépassaient ses mem-
bres raides (3), son cou terriblement long (4) au
bout duguel pendait 1a t8te (5) qu'il n'avait plus
la force de soulever (6), osseuse (7), trop grosse
(8) avec ses méplats (9), son poil mouillé (10),
ses longues dents jaunes {11) que découvraient les
1evres retroussées (12). I1 n'y avait que 1'®il qui
semblait vivre encore (13), énorme (14), triste
(15), et dedans (16), sur la surface luisante et
bombée (17), ils pouvaient se voir (18), leurs
silhouettes déformées comme des parenth2ses (19) se
détachant sur le fond clair de 1a porte (20) comme
une sorte de brouillard 1ég2rement bleuté (21),
comme un voile (22), une taie (23) qui déja sem-
blait se former (245, embuer le doux regard de
cyclone (25), accusateur et humide®.

&
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La répartition des prises de souffle varie d'y
sujet & 1'autre mais également entre les cing
réalisations d'un méme lecteur. Certaines pauses
silencieuses ne deviennent jamais respiratoires,
d'autres en revanche, se transforment en prises de
souffle lors d'une nouvelle lecture. Les prises de
souffle les plus fréquentes sont synchrones avec
les marques de ponctuation. Lorsque celles-ci font
défaut, les prises de souffle sont organisées sur
des frontidres syntaxiques. I1 existe une hiérar-
chisation des prises de souffle, en fonction de
leur durée, de leur volume, et de leur débit (rap-
port fort débit / durée breve). Les groupes de
souffle suivis d'une importante prise d'air compor-
tent & leurs frontigres des phases silencieuses
d'expiration buccale et nasale.
L'étude des données aérodynamiques ne peut &tre
menée qu'en comparaison avec la respiration calme.
Chez tous les sujets elle fait apparaitre une durée
plus longue a 1'expiration qu'a 1'inspiration, ce
qui caractérise une expiration freinée (5). La lec-
ture fait apparaitre les différences suivantes :
- La durée de 1'inspiration se raccourcit dans un
rapport de 1/2 a 1/20 de 1a RC.
- Le volume d'air inspiré VATI varie dans un rap-
port de 1 & 30, sa moyenne étant de la moitié de
celui de la RC.

" - La répartition VABI, VANI ‘est dans un rapport

moyen de 4 fortement variable d'un sujet & un
autre.

- Les valeurs les plus fortes de débit sont corré-
1ées avec la bridveté des prises de souffle.

- Toutes ces mesures laissent apparaitre une -trds
grande plasticité des volumes et durées des pri-
ses de souffle en relation avec les groupes de
souffle des différentes réalisations, relations
atténuées sur les durées restreintes. Nous nous
proposons d'approfondir tout ceci dans un tra-
vail futur.

En conclusion, nous pouvons affirmer que les échan-
ges respiratoires en cours de lecture sont forte-
ment corrélés par la ponctuation et les marqueurs
syntaxiques. En revanche on remarque une grande
variabilité d'amplitude et de durée des prises de
souffle, tant entre différents sujets, qu'entre les
différentes réalisations d'un méme sujet. Tout
semble se passer comme si, le tempo étant fixé, les
coordinations pneumo-phoniques se réalisent d'une
m§giére trés souple au gré de 1'"humeur" de 1'indi-
vidu.
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MEASUREMENT OF THE GLOTTAL IMPEDANCE WITH A MECHANICAL MODEL

HANS WERNER STRUBE

STEFAN ROSLER

Drittes Physikalisches Institut, Universitat Gottingen,

Birgerstr. 42-44, D-3400 Gottingen, Fed. Rep. of Germany

ABSTRACT

The glottal impedance is measured at acoustic
frequencies, using a mechanical model with adjust-
able slit width and air flow. The glottis is
inserted in a measuring tube with subglottal ab-
sorber, supraglottally excited by periodic wide-
band pulses. The complex reflectance of the glottis
as function of frequency is directly computed from
the incident and reflected waves, which are separa-
ted by a two-microphone directional coupler. The
measured curves are compared to theory and are
expressed as functions of frequency, slit width,
and air flow,

JIVTRODUCI'ION

The knowledge of the glottal impedance is essen-
tial for the understanding of the source-tract
coupling, e.g., the variation of formant frequen-
cies and damping during the glottal cycle, and of
the oscillation mechanism itself. The resistive
part of the impedance consists of a linear, viscous
compenent R, and a nonlinear, flow-dependent compo-
nent Ry due to kinetic effects (turbulence, beam
formation, etc.). These components were measured
for DC flow by the pressure drop across a glottal
model [1]. For nonstationary flow, the air mass
causes an additional, reactive part of the imped-
ance, so -that the electrical analogue (pressure =
voltage, volume velocity = current) is an RL series
circuit. tThis form was also used in a simulated
self-oscillating glottal model [2].

However, it can not be theoretically expected that
the values for R measured at IX still hold at
acoustic frequencies, since the viscous boundary

layer and the turbulence formation are frequency-

dependent, Further, the inductance should be some-
what larger because of the approximately radial
flow close to the glottal slit and also slightly
frequency-dependent (see below), and turbulence
effects on the inductance are unknown. BAs the
theoretical treatment of all these effects, includ-
ing nonzero DC flow and turbulence, is highly
difficult, an experimental determination of the
impedance as function of frequency, air flow, and
glottal slit width appears desirable. Such meas-
urements have previously been performed by mea;ns of
the resonances of a tube attached to a glottal
model [3]. Our approach is more direct, immediately
yielding the complex reflectance as function of
frequency.

THEORY

The impedance measured by us is a differential
(AC) inpedance. As the acoustic amplitudes are
small, all terms of the Navier-Stokes equations
nonlinear in AC quantities are neglected. Espe-
cially, if the total kinetic part of the pressure
drop is KU? (U = instantaneous total volume veloc-
ity), the kinetic part of the AC pressure drop is
2KUpUpps so that R = 2KUp~ (vanishing for no DC
flow!). According to [1], K = 0.44p/A% (o, A see
below). At higher frequencies possibly this might
not hold.

The linear (viscosity and mass) parts of the

impedance, Z can be theoretically derived in

Vi’
good approximation. The glottis is assumed as a
rectangular slit of length 1, width w, area A = 1w,
and depth d. If w « 1, and w and 4 « wavelength,

the impedance is
Z;i = (iw0d/A)g/(g - tanh g), g = (w/2)viep /[,
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dynamic viscosity. For v — 0,

p = air density, n =
Zy; = 124n1%/a3 + iu(6/5)0d/A,

which is the classic expression except for the
factor 6/5 in the inductance. For w —> =, On the
other hand, Z,; = iwod/A. Thus the inductance is
also slightly frequency-dependent.

As the slit is contained in a partition across a
tube, the impedance has to be ‘supplemented by an
end correction due to the approximately two-dimen-

" sional radial flow near the slit. This yields an

additional inductance of roughly

Liag ™ (p/1a)1n(D/w),
D ~ tube diameter perpendicular to the slit, a=
sum of opening angles of sub- and supraglottal
baffles. Also some additional damping will result
which we will not derive.

METHOD OF MEASUREMENT ‘
(The same principle, suggested by M.R. Schroeder,
was used earlier at this Institute for measuring
the 1ip radiation impedance with a model head [4].)
Apparatus

A fairly realistic larynx model was formed of
metal (Fig. 1). The glottis itself is a slit
between two adjustable parallel plates tightly
inserted in the larynx model. The slit measures
are: 1 =18 mm, d = 3 mm, w= 0 to 3 mm. The larynx

. model is extended on both sides by thick-walled

uniform brass tubes of 10 mm inner diameter.
Subglottally, a funnel with sound absorbing mate-
rial is attached through which a DC air flow .can be
supplied. Supraglottally, the tube ends at a pres-
sure~chamber loudspeaker and an air outlet with a
plastic hose filled with cotton wool (Fig. 2).

The loudspeaker emits periodic wide-band pulses
(68-5000 Hz), chirp-like with Schroeder phases [5]
for a low peak factor. They are generated by a
TS 32010 signal processing system and D/A con~-
verted at 20 kHz sampling rate, with 2048 sam-
ples/period to facilitate FFT processing, By two 4"
condenser microphones (Briiel & Kjaer 4136) coupled
to the tube some 22.5 cm "above" the glottis, the
incident and reflected waves can be separated
computationally and thus the complex reflectance be
determined. The microphones are screwed into the

tube walls without grid caps and coupled through

holes of 1 mm diameter. Disturbance by the additic-
nal volume was estimated to be completely negli-
gible. The signals are low-pass filtered at 5 ky
with 96 dB/octave and digitized at 20 kHz rate by
two A/D converters in the TMS 32010 system. Sam-
pling is period-synchronous with the excitation
pulses. The blocks of 2048 sample pairs are trans-
ferred to a large laboratcry computer (Gould
32/9705), where 100 periods are averaged for noise
reduction .and the further evaluation is performed,
Channel crosstalk is less than -80 dB.
Evaluation
Let b be :the distance from the centre between the
microphones to the reference plane in which the
reflectance is to be :measufed,, 2a the microphone
distance (Fig. 3), R = R(w) the reflectance, and
ki, kp the complex propagation "constants" for the
incident and reflected waves. If c is the sound
velocity and v the DC-flow velocity,
ki = (iw + @)/(c=v), k= (iu + g/o)/(cw),
where g/w (small; q ~ 0.8 s’%') represents the
combined viscous and heat-conduction losses. Then
the microphone signals Fy(w), Fylw) are proportio-
nal to exp(k;(bta)) + R exp(-k,(bzta)), where +a and
-a belong to Fy, Fy, respectively. Solving for R,
we obtain
= exp((k;+k;)b) « (F exp(k;a)-Fyexp(-k;a) )
/(Fiexp(k a)-Foexp(-k a)}.
From R, the glottal impedance follows as
= Zo(1+R)/(1-R) - Zgs,
where 2 = pc/A . is the characteristic impedance
of the tube and Zg; the impedance of the subglottal
system, The latter is measured before by replacing
the larynx model with a uniform tube piece.
As the computation of R fails at the zeros of the
denominator and becomes rather inexact at lo¥
frequencies, two different microphone distances 2
(24.6 and 120 mm) may be used.
Calibration
As the microphones and the connected amplifiers:
filters and A/D converters are not identical for
both channels and differences would cause detrimen
tal errors, the channels must be calibrated rel#
tive to each other. For this purpose, the signals
are recorded for each microphone screwed into the

same fitting in the measuring tube. The complex

38 Se 1.5.2

SR,

A

| aneawe:
prrorry

2z

R
Rz

FLOWMETER

POWER AMP

AIRTANK
—_—

LOUD- 802.2mm
MEASURING TUBE

SPEAKER

1000 ~—4
! ABSORBER

“GLOTTIS”

Fig. 2. Schematic of measuring apparatus.

fit) I l (f)
f; (?) — —— f (1)

REFERENCE
PLANE

lyros /// 2Ll L

1/1/ ZLLL //7//

b

a -

Fig. 3. Schematic of directional-coupler principle.

Fig. 4.

Magnitude and
phase of the
closed-glot-
tis reflec-

tance.

REFLECTION FACTOR

0.5
a
0 _L -—_“ﬂ
-7 H
1 2 3 4 5

3.5 GLOTTAL RESISTANCE Rg/Zo[GLOTTAL INDUCTANCE Lg/Zo () ’.0
E-4
2.5 (:--‘F---v_',_v..-_-.v.wwz,,!u:,.‘ zonir==S5.0
| y —w—-/
1.5 se=-dt---f---f---ie------43.0
2‘_‘_—.—"‘
B R e e | R Ay SEEEEEEEEE NN
° s ke e
J ~ A __-—-“"
o.sLi T = -1.0
| 1 2 3 4 5 i 2 3 4[“1?]
a0 GLOTTAL RESISTANCE Rg/Ze|[GLOTTAL INDUCTANCE Lg/Zo [s) 7.0
E-4
il et S z--1s5.0
SRR (S S SRR SRS Y S P
pi—
. -3
“‘*'---=;_)f‘;/'{:“-2-ﬁl.0
—
-1.0
4 5 1 2 3 ‘[ngl

L

Fig. 5. Resistance and inductance for flows U = 0
(top) and 164 cm3/s (bottom). Glottal width w =
0.2, 0.4, 0.8, 3.0 nm (1 to 4).
GLOTTAL RESISTANCE Rg/Zo||GLOTTAL INDUCTANCE Lg/Ze [+]
16.0 7.0
E-4
b---%. zztmmmiz=-45.0
] —
..2__L,—../_;(:_-_3_0
3 _///’
3 5 1 3 451
P ‘ 2 [kH )
4.0 |GLOTTAL RESISTANCE R9/Zo[lGLOTTAL INDUCTANCE Ly/Ze TE N
v £-4
3.0 --El---‘/d<--—--------- ————— ---d---43.0 ],
- T——— S - : 1
............. , %’—/-
2.0 A——-»——-,w( == Tezr--12.0
- 2 —_é/‘/
3 \://
1.0 —-—-4—7/-——--——-----1.0 :
2 L. 2 !
o0 L1 r s [ !
. 0.0 | ;
1 2 3 4 s 1 23 4,8, ;
.5 [FLOTTAL RESISTANCE Rg/Zo|[GLOTTAL INDUCTANGE Lo/Ze £a3), o i
E-4
1.0 f-m-fmmmioccicccdocodtonbomntmndomai---41.5
. o
--—-%’-—------I.O
5 |
7 R N (LA N
i
0.0 | i
23 Arewdd ||

Fig. 6. Resistance and inductance for widths w

0.2, 0.4 and 0.8 mm (top to bottom). Flow U = 0,

38, 109, 164, 245 cm3/s (1 to 5).

Se 1.5.3

39



quotients of the corresponding DFT values are taken
as calibration factors for one microphone.

As a test, the result for completely closed
glottis should yield R(w) = 1, apart from some
high-frequency deviations due to the nonuniformity
of the tube close to the glottis. This allows to
determine the exact reference distance b from the
linear phase trend of R. Inexact assumptions of a
and g will cause periodicities of R with frequency-
period of c¢/2b; minimizing their amplitudes thus
permits better adjustment of the a and g values.

RESULTS

All results shown here are preliminary and will
hopefully have been improved at the time of the
congress. So far, only one microphone distance 2a =
24.6 mm has been used.

Calibration

Fig. 4 displays magnitude and phase of the reflec-
tance for closed glottis. The trends in the phase
and the residual c/2b-periodicities show that we
have not yet fully reached the required exactness;
better calibration methods are under development.
The average |R| cannot be raised above 0.98 (g =
0.88 s';i) without distorting the curves.

The subglottal impedance Zg; was found very close
to Z; except at the lowest frequencies.
Measurements

The periodicities are presently smoothed out by a
triangular moving average of the reflectance of
length ¢/b in frequency. Figs. 5 and 6 show the
glottal impedance (with Zgg subtracted out) for
various cpenings w and flows U. The dashed curves

are the theoretical ones,

Rg = Re Z,; + R (U}, Lg = (Im Z,i)/w + Lraqr
see THEORY., For U = 0, the agreement is fairly
good, except for a too low (even partly negative)
resistance at large glottal openings and a too low
inductance at low frequencies. The reason for these
(unphysical) deviations is presently not yet clear
but probably related with the calibration problems.
For nonzero flow, the inductance is considerably
decreased at low frequencies and the resistance is
increased, especially for narrow width w where the
velocity U/1w in the glottis is large, A similar
effect for the inductance was also found by Laine

and Karjalainen [3] around 1 kHz.
Discussion

A direct comparison of our results with [3] is pet
yet possible since our frequency range lies aboye
that (< 1.5 kHz) considered in [3]. For usefy
results in the low-frequency range, we shall apply
the microphone distance 2a = 120 mm and a lower
sampling frequency.

The results at higher frequencies show a very
strong dependence on the choice of the reference
plane (distance b). Actually, as the: "exact posi-
tion" of the glottal impedance is somewhat arbi-
trary, so is the impedance itself. We define b so
as to yield no linear phase trend for closed
glottis, and the closeness between theoretical and
measured curves seems to justify this procedure,
The flow effects on the inductance are presently
not yet expressed by a theoretical or empirical
formula. The relevant parameter appears to be the
velocity in the glottis, U/1lw, rather than the flow
U. The kinetic resistance Ry at large U should be
somewhat higher than according to [1]. The fre-
quency dependence of Ry seems to be small.

As for the effect of the glottal impedance on the
vocal-tract acoustics, the subglottal impedance
must not be subtracted out. If the actual Ig is
close to ours (our tube has roughly the diameter of
the trachea), the real part for not too small
openings w is entirely dominated by Zgge

REFERENCES

{11 J. van den Berg, J.T. Zantema, P. Doornenbal,
jr.; J. Acoust. Soc. Am. 29, 626~631 (1957).

(2] J.L. Flanagan, L.L. Landgraf; IEEE Trans. Audio
Electroacoust. AU-16, 57-64 (1968).

[3] U. Laine, M, Karjalainen; Proc., ICASSP 86,
1621-1624 (1986).

[4] 3. Kretschmar; Fortschritte der Akustik -
DAGA'75, 429-432 (Weinheim: Physik Verlag,
1975).

[5] M.R. schroeder; IEEE Trans. Inform. Th. IT-16,
85-89 (1970).

40 Se1.5.4

= = O T )



RESEARCH OF Thk SPELCH DYNAMIC STRUCTURE

A.P.belikov, V.D.Makhnanov, N.V.Mulyukin, K.V.Tunis

Maurice Thorez Institute of Foreign Languages

In the work dynamic properties of the
speech signal are investigated. To des-
cribe speech dynamics a function is
developed and calculated which integ-
rally reflects the quality change of
the speech signal. Algorithm of
processing the acoustic speech signal
is given and possibilities of an auto-
matic segmentation of continuant

speech are estimated.

At present linguistics and first of
all phonetics, have got a social order
from specialists in automatic speech
recognition to study the speech signal
structure. The fact of the existence of
such a siructure alongside with the
language structure is originally set by
the language and speech opposition, first
well-founded by Ferdinand de Saussure.
The urgency of the speech structure
gtudy may be explained by the fact that
the practice of linguistic research in
the first part of the 20th century dia
not stimulate intensive development of
the problem and did not suggest any
fundamental solutions of the speech
gegmentation problem and development of
a well-based speech unit system.

Most researches consider syllable to
be the minimal speech unit. In this case
1t is very important to avoid the mistake
of using language notions in gpeech.
From the point of linguistics the syllab
le i3 a linear combination of phonemes.
Attempts to express the gyllable with

Se 2.1.1

the help of parameters to extract its
boundaries in the actual acoustic signal
have not given rediable results,

In the decision of the principal task
of speech segmentation psycho-physiolo-
gical analysis of speech activity is
often used. Two approaches are possible
in that casme: from the standpoint of
speech production and speech perception,
The approaches are not congruent between
each other.

In /1/ the syllable is interpreted as
an articulatory speech unit which is a
realisation of a single articulatory act.
As in the solution of the speech segmen-
tation and speech recognition problems
researchers first and foremost deal with
the acoustic speech signal it is more
reasonable to base oneself on the phycho~
physiological analysis of speech percep-
tion, It should be noted though that the
peripheral mechanisms of perception are
less studied than the effector mechani smg
of articulation., .

In /2/ an attempt was made to describe
adequately the process of speech percep-~
tion. It was suggested in the work that
the speech signal should be presented as
a flow of acoustic events detected in the
gignal by the auditory system, As an
example of possible acoustic events
increase or vice versa, decrease of ener~
gy in a certain part of the gpectrum, the
shift of the spectrum maximum in e certain
direction, a short~time pulse or, vice
versa, silence in the signal were pointed
out. However, such a multidimensional and
fuzzy description of an acoustic event
cannot serve as a basis for the modelling
of its automatic extruction procedure,
Acoustic events are consideral real in
the sense that without them it is diffi-
cult to model phonetic interpretation.

At the same time they are unreal in the
genge that it is not yet possible either
to describe or enumerate them /2/.

A speech signal is given naturally in
the acoustic form., In connection with
this the following questions arise: in
what way is that form organised? What
shall we be guided by in the analysis ang
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a=plitnde-freguency structure of the
irstent gpectrum. The ingiant specirum
of speech is a multipararmeirical descriF
“ior eack co—pornent of which is a tice

Se 2.1.2

ow——

entropy. In fact, they insert noise in
the useful information if the inner struc
ture of their relationships is not
revealed. That is why striving for a more
and more detailed description of the
signal under research with the help of a
number of gingle paremeters often leads
Eg t1e masking of the dynamic regulari-
ies.

The one-~dimengsional time function
W*(t) can effectively characterise the
general dynamics of the speech process
at this function has got a number of use-
ful properties: it is continuant and
invariant in relation to the level of the
speech signal and insengitive to statio-
nary noises.

To test the speech signal dynamic
structure, in general, and the segmenta-
tion of the continuous speech, in parti-
cular, a model of the system was made
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WIGNER DISTRIBUTION - A NEW METHOD FOR HIGH-RESOLUTION TIME-FREQUENCY
ANALYSIS OF SPEECH SIGNALS

W. Wokurek, G. Kubin, F. Hiawatsch

institut fur Nachrichten- und Hochfrequenztechnik, TU Wien
Gusshausstr. 257389, A-1040 Vienna, Austria

ABSTRACT

Two methods for the time-frequency analysis of speech
signais are compared: the tradionally used Spectrogram
and the Smoothed Pseudo Wigner Distribution (SPWD).
itis shown that the time and frequency resolutions of the
Spectrogram are restricted by the uncertainty relation
while SPWD aliows arbitrarily high resolutions. If the
analysis parameters are chosen carefully SPWD ylelds
more accurate signal representations than the Spectro-
gram. This is exemplified by a "microscopic” analysis of
vowels and unvoiced stop consonants.

1. INTRODUCTION

The Wigner Distribution (WD) is a method for the time-
frequency analysis of signals. Along with the Spectro-
gram the WD is a member of a special class of bilinear,
shift- invariant signal representations (Cohen class [1)
p-376). Within this paper we compare a somewhat modi-
fied WD, l.e. the Smoothed Pseudo Wigner Distribution
(SPWD) to the Spectrogram, first with respect to the
basic features of time- and frequency resolutions (Sec-
tions 2-4). In sections 5 and 6 we compare the results
of representing speech signals through SPWD and
Spectrogram.

Observing the fact that SPWD enables high-resolution
signal representation, we analyze short speech segments
of a few pitch periods of length. Therefore it is pointiess
to compare the SPWD to Spectrograms of high frequency
resolution (45 Hz) because they do not display the fine-
structure in time that we will see in the SPWD. As a com-
promise between Spectrograms of high frequency resolu-
tion (which do not show the time- structure) and those of
high time resolution (which smear out the formant struc-
ture etc.) we find the spectrogram of 300 Hz frequency
resolution as a suitable partner for the comparison with
the SPWD of vowels (see section 5). In the case of un-
voiced stop consonants , equal frequency resolution of the
Spectrogram and SPWD is chosen for the analysis of the
whole explosion interval of several centiseconds duration
because there is no significant time structure of the
noise-like excitation observed (section 6).

2. DISTORTION OF TIME-FREQUENCY ANALYSIS DUE
TO LIMITED RESOLUTION

The aim of a time-frequency representation of any
signal is to show the stucture of the signal and not that
of the analysis method. One of the basic distortions of
any analysis method is its limited resolution. To study
the nature of time resolution consider an impulse in the
time domain as shown in Fig.1.

X |x-w
t St

' b7

Fig.t: impuise of length t Fig.2: Representation of an impulise
with a time resolution of At.

in the time domain.
If we represent this impulse with a time resolution At »> 1
the impulse will be widened to the duration At (see Fig.2).

The mathematical model of this effect is the convolution of
the signal x with a window function w of time width At:

Leawl(t) = [x(t-1) wiz) de m
R

A second interpretation of (1) is lowpass filtering. If the
signal contains oscillations of periods less than the time
resolution At, these components of the signal will be
supressed in the representation.

A similar effect is caused by the frequency resolution Af.
All signal components will be widened by Af in the
frequency direction. On the other hand all signal changes
within a frequency range of Af will be canceled.

3. COUPLING OF THE RESOLUTIONS OF THE
SPECTROGRAM

The Spectrogram is defined as the square magnitude of
the Short-Time Fourier Transform (STFT).The signal Is
multipied by a window wit) that is shifted to the instant

of analysis t. The Fourier Transform of this product is
associated with the instant t.

S, 0 = | [xt0) wie-t) ¢ 2" 4 |2 (2
R

44 ' Se2.2.1

Using elementary signal theory, we can recast eq. (2) in
a form containing a convolution with the window w(t)

-j2x ft

s th=|re " x1 s wi- |2 (3)
x t

or with its spectrum WA{),

j2= ft

2
s N =|te” X013 w | W

This shows us the simultaneous determination of both
the time and the frequency resolution of the Spectrogram
by a single window function. Like any other function, the
window satisfies the uncertainty relation (5}, where c is
a constant that depends only on the definitions of At and
Af and is of the order 1.

At.Af 2 ¢ (5)

The uncertainty relation (5) restricts the allowed values
of the time and frequency resolutions of the Spectro-
gram to the region U shown in Fig. 3.

af o‘og //(/J//o/c//

D !
' at
Fig.3: Restriction of the Spectrogram resolutions
by the uncertainty relation

Because the product of the Spectrogram resolutions At.Af -

cannot be less than the constant c, it is Impossible to
choose both resolutions arbitrarily high (i.e. At and Af
arbitrarily small) at the same time . This implies the neces-
sity of trading-off between these two resolutions. |f the
time resolution is increased {smaller At), the Spectro-
gram must have a poorer frequency resolution (greater At,
see Fig.3: movement from point A to B). The dual case is

the choice of higher frequency resolution (Fig.3: point C), -

thus decreasing the time resolution.

4. INDEPENDENCE OF THE RESOLUTIONS OF THE SPWD

The Wigner Distribution (WD) of a signal x(t) is defined
by (6)

WD (1,0 = [x(t+2) x*(1-5) e 12%1° g 6
R

and its features are described in [1] extensively. The WD
does not show any effect of limited resolution, but in the
case of fairly complex signals such as speech the result
Is quite unreadable owing to the occurence of inter-
ference terms, described in [2] (see section 5 also).
Therefore we consider the SPWD of the signal which is
defined as a WD with arbitrary smoothing:

SPWD = WD # ult) H vif) )
x x t

Smoothing in both the time and frequency direction is

performed by two independently chosen arbitrary windows .

u(t) and v{f), respectively. Because of the independence
of the smoothing functions, the resolutions of the SPWD
are not restricted by the uncertainty relation (5) (see
Fig 3: point D).

Yet, from a practical point of view, the resolutions of the
SPWD are restricted by the occurence of interference
terms and depend on the structure of the signal in that
way. The analysis of speech signals shows that with
equal frequency resolution (e.g. 100 Hz), the SPWD allows
a substantially higher time resolution than the Spectro-
gram (e.g. 1 ms instead of 10 ms).

Aninteresting insight into the relation between the Spec-
trogram and WD is obtained from the following
equation:

S, =WD_* WD (8)
x x t w

This equation proves that the Spectrogram is the WD of
the signal smoothed in both directions with the WD of the
Spectrogram window. In contrast to (7) the time and
frequency smoothing is determined by one and the same
window w(t) as we have seen aiready in (3) and (4) and
this is why Spectrogram resolutions are bounded by the
uncertainty relation (5) ([1] p.382).

5.ANALYSIS OF VOWELS BY SPWD AND SPECTROGRAM

Figure 4 shows a contour plot of the SPWD of three suc-
cesive pitch periods extracted from the German vowel [a:]
spoken by a male subject. This representation displays the
following features:

(1) Quasi-periodic excitation of the vocal tract by wide-
band narrow-time impulses every 10 msec. The time reso-
lution of approx. 0.5 msec is sufficient to prove that these
impulses have a time width of 1 msec or less.

(2) Exponential decay of three formants at the fre-
quencies F1 = 0.7 kHz, F2 = 1.25 kHz, and F3 = 2.6 kHz.
The frequency resolution of appprox. 100 Hz is sufficient
to separate the individual formants and to measure their
bandwidths during the intervals outside the excitation
impulses.

(3) Besides these signal terms (formants, impulses), the
SPWD contains interference terms. They are governed by
a simple geometrical rule [2],1.e. they always lie half-way
between two signal terms and oscillate in the direction
perpendicular to the line connecting the two signal trems.
These oscillations have a period in the time-frequency
plane that is inverse proportional to the distance of the
signal terms. The oscillatory nature of interference terms
is the key to their suppression in any bilinear time-fre-
quency representation. In SPWD, this is achieved by
smoothing with the two independent window functions
according to (7). The amount of smoothing must be
matched to the signal structure:
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Fig. 8: SPWD of explosion interval in 63“&
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Fig. 7: Spectrogram {a:1 from [ta:t]

Fig. 9: Spectrogram of explosion interval
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The frequency resolution Af = 100 Hz is just great enough
to damp interferences between successive pitch periods
(remember interference oscillations to occur perpendicu~
lar to the line from one excitation impuls to the next,
i.e. parallel to the frequency axis!). The time resolution
At = 0.5 msec is great enough to damp most of the inter-
ferences between neighbouring formants. Accordingly,
oscillations in the time direction can only be observed be-
tween F1 and F2, the two formants closest to each other.

Figure 5 shows a Spectrogram of the same signal seg-
ment with resolutions Af = 300 Hz and At = 2 msec. Note
that the product of these resolutions equals
300 Hz - 2 msec = 0.6 which is more than ten times the
product of resolutions of SPWD in Figure 4
(100 Hz - 0.5 msec = 0.05). The Spectrogram’s resolu-
tions are already chosen so as to achieve a signal repre-
sentation as close as possible to SPWD. A simultaneous
improvement of the Spectrogram’s resolutions is impos-
sible due to (5). Therefore the Spectrogram evidences
much broader excitationimpulses in the time dimension as
well as much wider formants in the frequency dimension
than SPWD. The inherently stronger smoothing of the
Spectrogram renders betler suppression of interference
terms (though they are stil! perceivable between Fland F2),
yet worse fidelity in signal terms than SPWD. As inter-
ference terms are predictable from the above geometr-
ical rule, SPWD is better suited to the analysis of vowels
thati the Spectrogram.

One may conjecture that a change of the Spectrogram
window function wi(t) in (2) may improve its resolutions.
This has to be refuted when studying Figures 6 and 7.
InFigure 6, the time resolution of the Spectrogram is im-
proved to At = 1 msec, thus approaching the value of At
for SPWD inFigure 4. Due to the uncertainty relation (5),
the frequency resolution goes up to Af = 600 Hz so that
the two lower formants F1and F2 are merged into a single
unstructured lump stretching over several hundred Hz.
In Figure 7 , the frequency resolution of the Spectrogram
is improved to Af = 100 Hz as is the case for SPWD in
Figure 4. As time resolution has to go up to 6 msec, exci-
tation impuises are broadened drastically and spilled over
the formant structure even into the interval of the pitch
period without glottal excitation. Therefore, formant band-
width measurements are again more difficult than with
SPWD, inspite of the high frequency resolution of Figure 7.

Summarizing we observe that the Spectrogram is not
suited for simultaneous display of both the excitation and
the formant structure of vowels whereas SPWD has this
property notwithstanding its (easily controlled) inter-
ference terms.

6. ANALYSIS OF UNVOICED STOP CONSONANTS BY
SPWD AND SPECTROGRAM

Figures 8 and 9 show the explosion interval (60 msec)
of the first [t] in the German word [ta:t]J making use of
SPWD and Spectrogram, respectively. For the sake of com-
parison, both displays have a frequency resolution of

100 Hz and associated time resolutions of 1 msec (SPWD)
and 6 msec {Spectrogram). The explosion interval consists
of three more or less separable phases:

1. Animpulse-like transient (about 4 msec) due to the re-
lease of the pressure built up behind the vocal-tract clo-
sure {plosion phase P).

2. A noise phase extending from approx. 4 kHz to 8 kHz
(25 msec) due to the turbulent air flow at the opening
constriction {frication phase F).

3. A noise phase with a formant structure {30 msec) due
to the resonances of the open vocal tract excited by tur-
bulent air flow at the glottis (aspiration phase A).

The adavantges of SPWD over the Spectrogram for the
analysis of this type of sounds can be summarized as
follows:

{1) The short impulse of the plosion phase P is readily
seen in SPWD whereas the Spectrogram is not able to
resolve this temporal fine structure (at the given
frequency resolution).

{2) The boundary between frication phase F and aspira-
tion phase A is more pronounced in SPWD than in the
Spectrogram. ’

{3) Noise-like excitation of the vocal tract manifests
itself as a very specific meshy texture in SPWD which is
clearly distinguishable from deterministic excitation as
seen inFigure 4. With the Spectrogram, noise-like ex-
citation induces no significant changes in the texture if
the contour plots when compared to deterministic ex-
citation as seen in Figures 5, 6, and 7.

7. CONCLUSIONS

From the above discussion, it should be clear that SPWD
is superior to the Spectrogram for the time-frequency
analysis of speech signals as typified by the examples
given in sections 5 and 6. It should be kept in mind,
however, that the comparison was made on the basis of
very short signal segments so as to emphasize SPWD’s
character as a time-frequency "microscope”™. if the
analysis interval is extended to 1 second or more both
the resolutions of video displays and the human eye
become insufficient to realize the differences of the two
methods. Anyway, these long-time displays are only use-
ful for the compressed visualization of slowly time-vary-
ing and global features characterizing whole syilables or
words. For the detailed high-resolution study of rapidly
time-varying speech phenomena, preference is to be
given to the new method.
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MisTHODS ‘OF SPEECH SIGNAL PARAMuYRIZATION BASED
ON GENERALIZING OF LINEAR PREDICTION
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ABSTRACT

The generalization of speech analysis aethod on the basis of
linear prediction reveals unused potential possibilities of this
sethod and permits to develope new algorithas of evaluating speech
signal paraaeters.

INTRODUCTION

Modern achievements in the sphere of speech analysis and synthe-
sis are mainly connected with the use of algorithes of speech sig-
nal parasetrization, that take into consideration in soae degree the
nature of speech productien.

According to Fant’s model (11, the speech production consists of
excitation signal transforeation by the linear dynamic systea (LDS),
which paraseters correspond to the state of vocal tract at the mo-
aent of articulation.

The change in the vocal tract state during articulation leads to
the LDS parameters modification.

The tracing of these changes is usually carried out by shitting
analysis window within which the LDS paraseters may be considered
to be sufficiently stable. The transfer function of such LDS
at the analysis interval has the form of fraction-rational function
nith zeroes and poles,

The signal at the LDS input is locked upon as a sequence of al-
ternating intervals, corresponding to voice or noise excitation.

The whole excitation signal in that case is odulated by the tise
envelope of the speech signal,

Linear prediction [2-8) as a method of speech signal analysis was
worked out on the basis of auch more sisplified pattern of speech
foreation, than one described above.The method is based on deriving
the LDS parameters according to the speech signal estimates, ignoring
transfer zeroes within the analysis interval, The most simple cal-
tulation formulas are obtained in the setrical space.

The quality of obtained LDS parameters estimates will essentially
depend on the location of the analysis window at the tise axis.

If the interval of analysis correspords either to an interval of noi-
se excitation or to an interval of free LDS oscillations (for exanple,
the interval of vocal cords closure) then it is possible to show,
that in that case the estimates will be unbiassed,

But in case when the analysis interval contains one or several
pitch irpulses, LDS parameters estimates will be biassed, It is expla~
ined by the misagreement between the analysis method and the speech
signal structure, for example at the voiced intervals of speech,

Thus. the problem of more complete agreement between the analysis
sethod and the -speech formation pattern is an urgent jssye,

According to the said ashove, it seems perspective to exaaine pos-
sible linear prediction generalizations, introducing additional pa-
raneters and characteristics of the sethod. Additional degrees of
freedom may he used for more complete agreement between the methad of
analysis 3nd the speech signal structure,

The generalization of linear prediction lesds to the algoritha
aodifications of speech signal parameters estimates, and, in the long
run to ohtaining new parasetrical spaces for analysis and speech re-
cognition.

GENERALISATION OF LINEAR PREDICTION

The essence of linear prediction is nonrecursive p-order filter
that transtoras the speech signal counts [x) into residual sig-
nal elnl, using weight coefficients (& }:

k
p
elade \ 4ty (], )
Ik k
k=
A =i, (2)
(]
k B
where y [n)=T (xCn))=x[n-k], k=814 000483 (3}
k

k
T U} k-power of the delay operator, -
When analysing speech optimal coefficients of filter (1) a  ={A
opt 8
vonyh ) are determined from condition of minisum residual signal de-
p

)
viation {e(n1)  ¢rom the coordinate beginning in the metric space
(] .
L2 within the analyses interval (8,43
2 =arg ain F(;), ' 4
opt
N

- 2
where F(a)x \ e {n)

1)
| i
15 3 squared quality criterign,
chSUQQEStEd lxnear_predictinn generalization concerns two filter
panents : extensign of operator class , on the basis of which

it is foraed (3) ang generalizati Sy e
. 1zation
Coeficients (2). of constraint imposed on it's
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Buality functioral is also generalized (5), that allcws to chopse
ditferent metric spaces for ectimation of analysis parameters,

" As seen from (3),the original transformation {1) was formed on
linear delay operators,that reprecent the class of physically reali-
zable linear systems with constant parameters.Principally,it is pos-
sible to substitute the original delay operators for 2 set of any
stable operators U U ,...,U from the class indicated.

21 p
Then proportion (3) is transtormed into corresponding cascade
fore as follows ¢ ‘

y Inl=U {y [oD), k=B,1,...,P: (6)
k [ 191

where y [nl=xlnl,
-1

Each linear operator (&) is determined in the frequency sphere by
the transter function of fraction - rational type.

According to the speech signal physical characteristics,the choi-
ce of transter function parameters allows to change in necessary di-
rection the structure and features of linear trancformation (1),

Thanks to that,the agreement between algorithe analyses and dyna-
nic speech characteristics will be achieved.

The cagcade form {6) of transformation (1) also allows examine
the corresponding generalized structures of lattice filters (7] on
the basis of linear operators specifically chosen,

It is worth-while to note ,that besides cascade form (6) ,the
parallel fora of the speech signal preliminary transformations can
be easily formed on the basis of indicated set of linear aperators,
Each of the output signals y [n) is obtained as the result of appli-

k
cation the corresponding operator directly to the input signal xinl
The condition (2) influences the structure and features of fil-
ter (1) not to a lesser degree.

This linitation for parameters of the filter was introduced to

eliminate zero solution during the search for quality functional ai-

nisua. In essence it can be considered as the constraint on vector a
coordinate magnitude in (p+1}-dimentional space of parametres.
In general,this constraint may be written down as follows:

FLZH A LA e B 020, )
[ ] P

where f{)is an arbitrary function of (P+1) variable.

The only condition of choosing the function is zero solution eli-
sination in the probles under consideration.Thus,the equation (7) in
(P+1) space of parameters determines a surface,not passing through
the coordinate beginning.

The search for an optimal vector of coefficients 3 with con-
opt

. straint (7) may be realised on the basis of generalizéd quality func-

tionai £ (a,b):

r
M
- - r -
F {a,bi=\ tefn}! + b ® £lal, {8)
r /.
n=g -

where b - the Lagrange factor, fros the set of real numbers,
R,r - an integer,
The value of "r” in (B) determines the choice of the aetric spa-

te L , where the search for optisal vector of parameters @ is

2 opt
carried out.

Lagrange factor b increases by one the amount of target unknown
values and reduces the problem of conditional extremus searching to
the search for unconditional extremus for quality functional (8).

As before,condition (4) in which functional (8) was used instead

of functional (5) ,determines vector a  and factor b in expanded
opt
(P+2)-disentional metric space L =L #R .
rdor

Proceeding from condition (4) of the quality functional minimus
(8) ,the task of searching f#ilter (1) paraseters may be presented as
generalization of linear prediction sethod,

The particulare choice of basic operators () of liaiting function
(7) and characteristical constant determines in each case different
algorithes of speech signal analysis and different parasetric spaces
for their description,

ON THE CHOICE OF BASIC LiNEAR OPERATORS,
LIMITING FUNCTION AND METRIC SPACE.

Arong three components,that determine the particulare fora of analy-
sis algorithe in the formulated task,the aost promissing and the most
difficult at the sase time is the problem of the best choice of basic
linear operators {6},

#s in classical methods of digital filters design (B8], thie complexi-
ty of this probles for the class of linear systeas with infinite impulse
responce (]IR-filters) is increasing as compared to the choise of linear
operators from the class of linear systems with finite impulse response
(FIR-filters),

Let's confine to setting a sathesatical problem of choosing ope~
rators {4) froe the FIR-systea class with impulse responses of p-length,
In that case the set of transformations (6} is represented by a linear
equation system,that is formed with the help of square B matrix of
(P+1)#(P+1) size, .

B matrix lines are the impulse responses of the basic operators,de-
rived from the above mentioned class of the FIR-systems.

In that case,the set of operators {6) in parallel form is expres-
sed by delay operators {3),and the corresponding vectors of coeffi-

cients a and ¢ for both variants are related to each other by the
follomwing linear equation systea:

CER e )
fan accent means transposition),

in case of B satrix inversion,paraseters a and c are equivalent ac-
cording to the information theory,

However ,the latter doesn‘t mean their equivalence from the view-
point of their optimue coding for speech transmission and recognition.
Thus,the probles of the best choite of basic FIR-systess is foraulated
as the problem of transformation search (9) (i.e. B-matrix},that
brings about the improvesent of estimated paraseters in the systess
of speech transsission and speech recognition.The B satrix choice
allows to take inte account more completely the speech signal structu-
re and features.

Using the linear operator theory in Gilbert spaces [9) it is pos-
sible to approximate any linear operator from the 1IR -system class
by a linear operator from the FIR-systes class.The probles of the op-
timue choice of basic operators from the class of 1IR-systess may be
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reduced to the above formulated task of FIR-systess .

it doesn't seem possible to examine different variants of condi-
tion (7) fuly enought. Let's tonfine ourselves to 2 types of functicn
o,

For predicting sethods,the choice of function f0.} 1p the fore of

scalar product of weight coefticients E by parameter vector 8 is 2
natural generalization of constraint {2i:

flaslg, 2 -1:=40. (18

Equation {18) with ainus one in the left part deteraines a hyperp-
lane in the space of paraseters ,that doesn’t pass through the coor-
dinate beginning.

Interesting results are obtained if a square fors of the parameter
vector is taken as the second lisiting function:

fa)eDa , ) - 128 ()

Equation (11) deteraines the second order plane in the parameter
space with the help of D satrix of (P+1)#{P+1) size.

In both cases, the choice of either particulare vector g for condi-
tion {18) or D matrix for condition (11} gives aditional degrees of
freedom, helping to detersine the structure and features of the cor-
respanding estisation algoriths of the speech signal paraseters.

The chaice of metric space L ,i.e. the choice of characteristical

. r
nuaber r ,also determines the structure and features of the gbtained
algorithas,

The most developed and examined algorithas are the estimation algo-
rithes for squared quality criterion in setric space L {r=2),

: 2

Homever, the results of theoretical calculations and experimentallic]
researches show that modular criterion ir=1) has the advantages in the
speech signal analysis .For example ,single excitation puises don't
distore the target values of the LDS paraseters and the obtained para-
seter estimations are nonbiassed.

It seeas interesting to examine the sinisax guality criterion for
r= »and the abtained results of the speech signal investigation,
though there arises the necessity to use cosplex Remer algoriths
111 for estimating paraneters.

THE EXAMPLES OF ANALYSIS ALGORITHNS

In practice the determinating of functional extresus say be carried
out in two ways: either on the basis of the equation systes that is deri-
ved when the quality functional gradient is equal to zero or by adaptive
sethads [12] in the fors of consecutive approrimations ta target para-
seters,

The adaptive methods are of the sost interest in the sphere of ap-
lied researches.

The systes of adaptive equations for detersining the LDS paraneter

ectismates in case when a-th coordinate of vector a is equal to one and
other coordinates are equal to zero,will look as follows:

A [neld=A [n)-g(n)#e (n)¥y [nd, k=B .. -1 ,mtt 0,0 ,P; (12}

k k i ¥

where gin) is normalizing multiplier,
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he vouation systes (17) resinds of the system of adaptive equa-
tions for linear prediction based on the sethod of the least squa-
res 161.1n fact when the first coefficient is equal to one [a =11,the

8
forward linear prediction is obtained ,when the last coefficient is
equal to one fa =1} the backward linear prediction is obtained.
p

Thus,there exists a principal possibility to work out
filters {71 on the basis of generalized linear operators,

The adaptive algorithe obtained for a unitary U matrix will ditfer
$ro other known aethods of estisating in most degree.londition (11) in
that case will mean that the nora of coefficient vector is equal to ones

Hatlst, : (13
Equation (13) in parasetrical space determines a spheric surface of
an unitary radius,within which the search for quality functional extresus

is carried out.
The corresponding adaptation equaticns lock as follows:

A [nt11=A [nl-gin{e (n)dy [n3-bInl¥A [n-11}
k

K k 1 k
p
2
blattlshlnl-g M3\ A [a-13 - 13 k=B,1,...,P.  UB)
v Ik
kB

The estimation of coefficient vector, obtained on the basis of
equations (13} and {14) is an approximated latent vector value of
covariation signal matrix y(81,y[13,...,y{n] that correspond to maxi-
pus latent value of this matrix, This algorithe differs froa the
classical aethod of linear prediction.

Function e {n}, used in equations (12} and (14}, is identically
equal to residudl signal for squared guality criterion (r=2) and is
of the same sign as the residual signal for modular quality crite-
tion tr=1). In these equations normalizing eultipliers gin) and g {n)

t
secure the convergence of successive iterations alnl to the L8
paraseters optisal value, detersined by condition (4),

The initial value of target parameters in adaptive algorithes 12

and (14) may be equal zero.

CONCLUSIONS

Suggested generalization of linear prediction allows to develope
algorithes of the speech signal paraseters estimation, that ditfer
trom traditional ones.

Introduced constants of generalized method, at the stage of joint
constraint of coefficients and at the stage of preliminary transfor-
sations as well, provide additional degrees of freedoe, that allow
nore cospletely take into consideration the current speech signal
characteristics,

The given exasples of the adaptive algorithes show the potential
abilities of the examined above generalization of linear prediction
sethod, but it is evident, that the problem of the speech signal
parametrization is not solved yet.

REFERENCES

{13 T, Gawr,
Rrycruyeckar teopus peweofipajobanus,
M, Hayra, 1964,
{21 B.5, Atal and M.R. Schroeder,
Adaptive predictive coding of speech signals.
Bell. Syst. Thechn. J.,v.49,pp,1973-1986, oct. 1978.
{3} B.S. Atal and J.R. Hanauer,
Speech analusis by linear prediction of the speech wave.
J.Acaust, Soc.Amer. ,v.58,n.2,pp. 637635, Aug. 1971,
[4} A.H, Cobaxun,
06 onpedenenuu gopwantHex napawetpab ronocoboro Tpakta no pesebomy
curkany ¢ nomowss JBN.
Axyctusecxut xypnan AH CCCP, v.XYIII, dwn, 1, cvp. 146-114, 1972,
(5] H. Vakita,

Direct Estimation of the Vocal Tract Shape by Inverse Filtering of
Rcoustic Speech Wavefors.

IEEE Trans, on Audio Electroacoust.,v.AU-21,n.5.pp.417-427,1973,
{61 Dx. Marxon. ‘
funetroe npedcxazanue. 063cp.
THH3P, .63, bun.4,ctp,361-988, Rnp, 1975.
[71 6. Upudnandep.
Pewer4artue qusbTpn Onr adantubuon obpaBorxu Jawmux
THM3P, T1.78,bun.8,cTp. 54-38, "Hup®,N., 1982,
(81 A, Pabunep, B. Fond.
Teopus u npumenexue yuepobod oBpabotxu curwansd,
"Mup*, M., 1978.
{91 H.W.Axuezep, H.M.Mnrazwan,
Teapun Auwatinux onepataped 8 runebeprokom npactpanctie.
"Hayka®, M., 1366,
£183 £.Denool,Silvay J.P.
Lineat prediction of speech with a least absolute error critericn.

IEEE Trans.on Acoust.,Speech,Signal Processing,v.ASSP-33,n.6,
pn.1397-1483, 1985,
(111 E.7. Pewe3.
0bwue bwyucnctenvune Metodw vebwweSckore mpubnuxenus.
H38. AH YCCP, Kues, 1357,
(121 R.3, Uwnkuw,

Rdantayun, efyyesue u camoobyuenue § abromaruvecxux cucvemax
"Hayxa*, M., 1968,

Se 2.3.4

51




et S R I

S

ABOUT OWE CLASS OF THE PHONETIC UNITS USED FOR SPEECH RECOGNITION

L.L.Besednaya, v.I.Bogino

Institute of Cybernetics
Kiew, Ukraine, USSR 252207

ABSTRACT

A formal approach to attributing of
the phonetic units is offered: the limits
of the elements are rigidly connected
with the behavior of the structural cha=-
racteristics of the signal regardless of
its phonetic essence. The segments obtai-
ned form a class of phonetic units of li-
mited capasitye. Thgir concrete linguistic
characteristics are useful for speech re-

cognition.

The choice of the unit of the phonetic an-
alysis is of great significance for auto-
matic speech recognition: it influences
the means and extent as it is one of the
basic stages of speech signal processing.
Usually the procedure of speech segmenta-
tion is orientated towards the concrete
speech units such as phonemes and  their
variants in speech, diphones, syllables
and pseudo-syllables, moreover the advan-
tages of choice either of the units are
not obvious. Segmentation is carried out

according to the changes of time~paramet-

res with the help of threshold methods.
The analysis devoted to this problem shows
that this procedure is essentially com-
bined with the process of verification.
Segmentation is carried out while speech
recognizing being realized as a hierarc-
hical prosedure simultanepusly with att-
ributing of the groups to which the pho-
nemes belong.

However the process of segmentation may
be also considered as a preliminary stage

of speech analysis, In this case simpli-
fied ways of cutting speech are possible

that are more rigidly connected with be-
haviour of the structural characteristics
of the signal, This supposes more free
determining of the limits of the segments
in regard to their phonetic essence.

As an example we may consider the possibi-
lity of the phonetic units use limited in
the speech flow by means of the characte-
ristic behaviour of stationary or non
stationary time function of speech signal
for recognition of speech communication.
The method of automatic segmentation was
tested on the feedback educating system
model. It showed that the choice of this
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feature as a segmentating function makes
possible to determine the limit of the
segment within speech flow taking into
account the end of the vowel or the con-
tact before the plosive phonemes  with
accuracy of 0,93.

Thus we get speech segments including one
or more phonemes and building the follow=-
ing phonetic structure: the separate pho-
nemes (C, V), the sequence of the conso=-
nant or vowel phonemes (C..sC,VeeeV); the
open type pseudo-syllable sequences (C...
CV). The number of the like linguistic
elements in each language is limited, =0
it is possible to express any vocabulary
by means of alphabet composed of origi-
nal elementary phonetic segments (EPhoS),
posessing identical contents and diffe-
ring from each other by a phoneme, num-
ber of phonemes or their sequence order.
The usage of the EPhoS as elementary re-
cognition units makes it possible to di-
stinguish their most distinctive charac-
teristics in comparison with phonemes,
because the structure of the EPhoS being
more informative, ensureé weffectiveness
and independance" from variations. Besi-
des, it is possible to use the law of
construction of words through the EFPhoS
within a certain vocabulary. For example,
in case of lack or definiteness of infor-
mation while recognizing a selected ele-
ment, it may not be identified, and reco-
gnition may proceed from the structure of

the word on the whole at the following

stages.

This approach to determination, of the
EPhoS makes possible to get a wide spect-
rum of the variants of segmentation depe-
nding on the choice of the corresponding
system of the indications. The use of la-
rger number of indications naturally ena-
bles to get such class of the EPhoS which
is not so numerous but its elements con-
tain less information. If the number of
indications is smaller, a greater number
of the original EPhoS is segmentated,tiho-
ugh they are more informative represent-
ing a larger fragment of the data. Besi-
des segmentation is more effective thank
to the choice as segmentating function of
the indications revealed at the first
stage of the process with a sufficient
stability.

There are some 3000 EPhoS in the Russian
Language. They are the result of segmen-
tation according to the signs of the sta-
tionary structure of the signal within a
given time-interval., For processing the
authors used: the frequency Russian dic-
tionaries, scientific vocabularies and .
articles, extracts from newspapers and
fiction. On the whole the texts comprised
20000 words. A special complex of algo-
rythms was developed and brought to the

programme realization to process the pri-

nted texts. The complex comprised the al-
gorythm of automatic transcribing, seg-
mentation, selecting the set of the EFPhoS,
their statistic processing and coding.
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Table

The quantitative components of the EPhoS for different groups of texts

The problem-ori-|The frequent vo-|The frequent|y..j.ig Texts and fre-
T?e Eroee entated vocabu- |cabulary of sci= Russian texts |dquent Russian
° exis lary of SAPR entific lexics | dictionary dictionary
The total num- ,
ber of the words 1001 2084 8647 7913 16560
The number of the
original EPhoS 730 1013 2070 1945 2845

In the table the results on the quantita-
tive components of the EPhoS for the va-
rious groups of the texts are summed up.
The dynamics of appearing of the original
EPhoS (Neph) depending on the capacity of
the processed texts (Nw) is shown in Fig.
1 (dependence 1). Here are shown: depen-
dences of the accumulated frequence  of
appearing F, (curve 2) and the accumulat-
ed time of existance Ta (curve 3) of ori-~
ginal EPhoS from the total number of the
EPhoS with regulated frequence (Zeph )
they indicate uneveness of distribution

of informative stress of the EPhoS - the
m/zw’Fa’Ta
IA
| _ Z(’,/
08 = 3
06 /?’

04

/
/

/

v

0 02 0.4 08 08 I
Neph/zeph

02

—_ = = e e e - 4

Fig. 1. The dynamics of appearing (1),ac-
cumulating of frequence (2) and durati-
on (3) of the original EPhoS.

most active element, amounting 20% of the
EPhoS, covering some 90% of the texts be-
ing analyzed and more than 80% of the du-
ration of their pronounciation. It is in-
teresting that the composition of the EP-
hoS is practically independent on the ana
lyzed texts, especially for the active
(the most frequent) EPhoS. It enables us-
ing one set of standard EPhoS or its ﬁain
part for automatic recognition of diffe-
rent concrete vocabularies. A special ty-
pe of the EPhoS is of some interest. It
was selected during the following experi-
ment: when a group of free texts was be-
ing analyzed it was supposed that the end
of the word did not limit the EPhoS. The
amount of the elements exceeded the previ-
ous figure of the quantitative contents
of the EPhoS on account of speech segme-
nis, appearing at the border of two words
but not appearing inside any word. This
class of the EPhoS named disjunctive ap-
peared to make 30% of their total number
and determined about 30% of the words
from the analyzed free texts., I.e. the
disjunctive EPhoS enable to formal speech

segmentating into words without drewing
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the results of sence analysis for that
purpose.

The study of the results of statistical
processing of the EPhoS and their distri-
bution in words, especially for small vo-
cabularies, enabled selecting a few main
types of the EPhoS such as: key (appea -
ring in one word), forecasting (selecting
a group of words), specifying ( defines
one from the group of selected words ),
disjunctive -~ their characteristics ena-
ble achieving higher parametres of speech
recognition procedure.

A 'full set of the EPhoS containing some
3000 elements was formed as the result of
usage of phonetical system of 60 phone -
mes. However such number of the EPhoS ex-
cess, Let us name a sub-multitude of the
phonemes taken from their full set a pho-
neme group united by a stable indication
and build a dependence of the number of

the phoneme groups ( N ) which we get

ph.gr
using a definite system of indications
(curve 1 in Fig.2). Then let us examine
if it is possible to recognize a concrete
vocabulary with the help of different se-
ts of the EPhoS differing from each other
by the numbers of the phoneme groups used
for their identification. It turns out
( curve 2 in Fig. 2 ) that usage of 10-12
phoneme groups ( that is 12 = 20% of the
total number of the EPhoS ) ensures reco-
gnition of 80 - 90% of the words of the

given vocabulary ( vocabularies of 2000

Neph/é'eph’ Nw/Zw

I | e
i _F‘
08 - — 4

0.6 /;] /
T ,
/ i //
0.4 T

C2H —-

0 02 04 06 08 I
Nph,gr./éfph.gr.

Fig. 2. Dependence of the number of the
EPhoS (1) and the number of the reco-
gnized words (2) on the number of the
phoneme groups.

words were examined).

Analyzing of small vocabularies (60-250
words) used in the systems of various
functions shows that it is possible to
recognize 95 = 96% of the words of each
vocabulary using 30 - 50 EPhoS  formed

on the basis of 10 or 12 phoneme groups.

The phonetic elements under analysis
can be used for speech recognition as
well as for speech synthesis. Moreover
it is possible to describe separate

words as well as continuous utterances.
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A SYLLABLE APPROACH TO TH: SPESCH INFORMATICS

A KNIPPER

Institute for the Problems_of Information
Transmission Academy of Sciences
101447, Moscow, GSP-4, USSR

ABSTRACT

A problem devoted to trends of syllable
development for the usage in speech infor-
matic systems is under consideration, It
is noted that simple open CV syllables (C
is a consonant, V is a vowel) are the most
stable discrete phonetic units of contin-
uous speech with respect to the context ,
speaker variability and noise. Problems of
that type syllable classification and sta-
tistics for the Russian speech and their
relations with letter records of the speech
information are discussed. Some experi -
ments on compilation syllable synthesis of
the Russian speech of free contents and
on analysis of the speech signal using CV
fragments are briefed.

INTRODUCTION

The main problem of the speech informa-
tics is development of man-machine commu-
nication systems on the base continuous
speech, In that case speech communication
between a user and a system is ensured
with the best conditions. In continuous
speech recognition / understanding the mo-
st promising approach is representation of
the speech flow with the help of symbol se-
quences similar to the speech transcripti-
on with afterwards decoding at the word or
phrase lewel / 1, 2, 3 /. The main requi-
rment of that approach is transformation
of a continuous signal into a discrete se-
quence of speech elements, phonetically
stable to speaker variability, context ,
noise and other facts which influence the
speech signal features, I that case in the
process of speech recognition / understan-
ding system operation and its new vocabu-
lary training the conviniency for wusers
is ensured / 4 /.

In the process of synthesis of any piece
of speech information an iverse problem is
solved, i.e, a letter sequence is transcri-
bed by phonetic symbols and then is trans-
formed into the corresponding acoustical
signal, and besides for comfortable wusage
it is desirable to synthesise any voice
and any speaker sterotype according to a
user choice,

The choice of a phoneme as a phonetical
symbol for a speech communication system

ig the most reasonable and convinient, as
it permits relatively easily to pass to
the conventional letter representation of
any data, accessible and intelligible by
broad circles of users. However, numerous
regearches on phonetics and speech infor-
matics show that there is no direct rela-
tionship between speech segments and pho-
nemes, The same sounds match speech seg-
ments with essentiaslly different spectral
and temporal characteristics, that is de-
termined by context, positional and spea-
variability of the speech. Simple open cv
syllables have more stable characteristics
especially those that are cut off from
left and right from a transition line, na-
med CV fragments / 5, 6 /. It is consi-
dered that CV syllebles are base speech
elements for Russian, Italian, Japanese
and other languages / 7, 8, 9, 10, 11, 12/
and is more widely used in different.spe-
ech informatic system. In the following
sections it is shown that usage of CV syl-
lables as base units of Russian permits
to perform a rather distinct clasgsifice-
tion of context depended pairs of sounds
and to choose the minimal alphabet of dis-
crete phonetic elements which describe
the continuous speech,

BASE LL:IMENTS OF THE RUSSIAN SPEECH

It is considered that open syllable
is & speech universal unit for the majori-
ty of languages / 8, 9 /. In the speech
informatics open syllables may be also
prefered, due to the fact that there is 8
distinct transition from the corresponding
conscnant to the vowel in the interval of
that open syllable that makes easier to
label the continuous speech visually and
with the help of technical means /5, 6,
13 /. The number of open syllables for
Russian is great, i.e, about 2500 / 14 /,
however any open syllables may be repre=
sented as a concatenation of the base CV
syllable and separate consonants and vo-
wels, Thus compound open syllables such &8
CCV, CCCV, CVV may be expressed by C+CV,
CC+CV, CV+V correspondingly those constru-
ctions the most strong coarticulation can
be observed in CV combinations / 8, 10/
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that determines the necesgsity to examine
that speech element as a whole, In that
cagse CV syllables cover about 80% of any
text of the Russian speech, The stressed
and the first prestressed syllables with
stabile phonetic quality have frequency
occurrence in the text equal to 50% /6/.
For the needs of analysis and synthesis
it is useful to represent the base CV syl-
lables in the table form. In that table
consonants and vowels are writien not in
the phonetic symbols, but in traditional

Russian letters, that allows to transform
& written sequence of letter symbols in-
to the corresponding syllable one. Twenty
consonants are written in the vertical co-
lumn of the table according to the manner
of production, and in the horizontal rous
according to the plase of articulation (la-
bels L, D, A, P, V1,V, Lq and N correspond
to labial, dental, alveolar, palatal, voi=-
celess, voiced, liquid and nasal consona-
nts ). Ten vowels are divided into two gro-
ups which form hard or soft variants of

Table, Classification of the base elements of the Russian speech

Cosonants Vowels

Place of ar- Hard - Soft

ticulation
l‘ggngggduc_ 1t Ioplalpll & yla|o|alElp|Uu|E
tion 3l4l5)6|7]8]9]I0
I X VAV AV AVIZA W WA
2 i / /XXX XX
3 V1 | & XX |xjx|x\|/1/71/ /
: Fricatives - ‘9“‘“ / Avavava
5 ) VA R AR VI VIV N AR VIV A AR
6 . iﬁ— ] /_ —/- —7— o —/— —X— —X_ -X— —X_ X
7 v 3 _ /777 /7177
8 B | /N
o Affricates l 1 X X i ALX /17 /
10 I /7 XX [X|X|X
IT wll T/ Vil s 17
I2 v1 T / /1 /17 1/
13 Plogives L . _ _n_ JRURES PEURUUNS DRSNS | PSR RN S, _/_ _/_ _/_ _/_ _/_ S
14 T VA / V7
I5 v i | ARERavi
16 B VAR RVAR VAR VAN WV
17 Lq I / 1/ /| /
18 Sonants P / - _/_ _/_ _/_ _/_ _/_ — —f= -
Iy MEEREE R Y |
20 r AN
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consonants in the base CV syllables. Diph-
thongs H,. , i belong to the soft vowel as
well, Vowels pairs A = A ,0 = £, =0,
i -1 ,3 - & have similar properties in
ranking according to their typical durati-
on and positional variability, however ,
they essentially differ in spectral.apd te~
mporal characteristics of the tr§n51t10n
segment of sounds., At the same time the
place of articulation of a consonant in-
fluence on the transition segment gf a vo-
wel, therefore CV syllables includ}ng con=
sonants with the same place of articulati-
on have similary characteristics for the
initial part of each vowel. Consonants of
CV syllables have the colour of the fgllo-
wing wovel due to the effect of coar§1cu-
lation and that effect is more associated
with the place of articulation than the
manner of production of consonants. Thus
the characteristics of consonants and vo-
wels determinates their context (.allo-
phonic ) variability. The table is made
for the strssed syllables and besides in
the cells, which are formed at the inter-
section of consonant rows and vowel colu-
mns, the rough frequency of occurence of
the base syllables from / 6, 14 / is gi-
ven. From 200 possible CV combinations of
Russian 25 are not used and 14 combinati-
ons occur vary seldom, those syllables
are labeled by X and /// in the table,
Seventy syllables corresponding to the
table empty cells are used more often and
cover about 50% eny Russian speech and 91
syllables marked by / occur less f?equet-
ly., Thus the common number of Russian ba-
gse elements is relatively not great., For
unstressed CV syllables all consonants ha-
ve realisations with rather good phonetic
quality, and the number of vowels decrea-
ses up to three, including only sounds A,
Y andl / 8, 9 /. The duration of unstre-
ssed CV syllables shortens 1,5 or 2 times
as much as the duration of the stressed sy-
1lables both at the expense of consonants
end vowels,

SYNTHESIS OF ANY SPEECH ON THE
BASE OF CV SYLLABLES

In the process of synthesis on the base
of CV syllables two aims were pursued fi-
rst, a practic one, to develop a speech
synthesator which could synthesize any Ru-
ssian text any speakers voice, including
a female one, The second aim was to make
clear if it is possible to synthesize a
speech signal perceived as qualitative con-
tinuous iformation, concatenated from &
minimal slphabet of discretely pronocunced
speech elements, For that purpose a group
of speakers pronounced ( in according
with the table ) 175 syllables and 10 vo-
wels afterwards stored in the computer
"Eklipse -~ 330", For each CV syllable pla-
ces of transitions from consonants to va-
wels were marked using a graphic display

the following audition and correcti-
gifhthose data and syllable duration dats
were recorded into the computer memory,
Unstressed, reduced syllables and separa-
te congonants can be formed duz to shorte-
ning of vowel duration of any stressed (Y
syllable. The perception of hardness or
goftness of Russian consonants was gchle-
ved due to the meximum vowel redugtlon of
any syllable., The effect of coarticulati-
on between cosonents in compound open syl-
lables was produced by concatenating syl-
lables reduced to minimum, those syllables
having the same vowel as the base CV syl-
lable, Coarticulation in the words consi-
sted of concatenations of open syllables
with different vowels was simulated with
the help of addition of a short segment of
the succeeding vowel to the end of the
preceeding one, The duration of that seg-
ment depended on the contrast F7picturg
of the adjacent vowels and was increasing
proportionally to that contrast increase,
A more detailed description of CV sy;lab-
le compilation speech synthesis is given
in / 15, 16, 17 /. Algorithms and computer
programmes of the syllable gynthe31s in=-
cluding phonetic transcription of any Rus-
sian text were developed by I.Orlov 718/,
using the syllable interpretation of a le-
tter record in accordance with the table,
Concatenation of speech elements inte a
continuous piece of information was pro-
duced without any sdditional tragsforma-
tions exept the preliminary amplitude com-
pression of the sygnal., The speech compl-
led of discretely pronounced syllables
gounded as continuous and rather.naturgl-
1y with high percentage of word intelli-
gibility equal to 97 - 99%. That experi-
ment besides having practical significan-
ce proves that CV syllables are really
the base elements of the speech.

CV ANALYSIS OF CONTINUOUS SPEECH

The syllable analysis of continuous speech
pursueing an aim of automatic transcripti-
on of a speech signal is much more compli-
cated than the problem of the speech syn-
thesis. Difficulties of the speech analy-
sis mainly depend on the variability of 8
speech signal and were briefed in Introdu-
ction., However, the choice of an analysis
unit is of great importance since in addi-
tion the number and the type of the base
speech elements are determined and'their
spectral and temporal characteristics be-
come preliminary known as well. The con-
tinuous speech analysis as well as the
speech synthesis is reasonable to carry
out on the base of CV syllebles. That ap-
proach is discussed in details in / 5, 9
19, 20 /. That is why we brief here only
some conclusions,

1. The number of base CV syllables 88
well as in the speech synthesis is equel
to about 200. s oud

2. A current analysis of the continuo
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speech should be performed using fragments
with duration of about 100-120 ms, in that
case the dependence of spectral and tempo-
ral characteristics of CV syllables on the
context and the position decreases and be-
sides the analysed segment of a vowel sho-
uld be 20-25 ms longer than of consonant.
In addition to CV syllables it is necessa-
ry to extract separate consonants and vo-
wels which form compound open syllables as
CCv, CCCV, CVV etc. approximately at the
same time window as CV segments. Naturally
in that case very short sound : wouldn't be
extracted, but their number in the Russian
continuous speech is insignificant / 6 /.

3. It is useful to perform linear time
normalisation of the CV fragment duration
dependent on the speech rate typical for
a definite speaker / 20 /.

4. A base problem in determination of
rules for fragment extraction from contin-
uous speech is parametrical representation
of a signal. A lot of experiments show
that the best speech representation is a
formant one using pitch synchronisation
/6,19, 21 /.

CONCLUSION

The syllable approach has good pro-
spects for usage in sgpeech informatics,
gince it establishes sufficiently ade-
quate correlation between physical
and phonetic properties of continuous
speech, However, that and higher 1levels
of speech processing are specific for
each national 1language and therefore
they should be +thoroughly studied for
any language.
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ABSTRACT

Auditory modeling is usually based on peripheral
physiological phenomena. It is found, however, that this basis
is not sufficient in all applications, e.g. in successful speech
recognition. Our opinion is that more important thansthe details
of periphery is to include higher-level functional processing in
the models. This paper describes an experimental system that
uses several spectral and temporal representations to create a
hierarchical description of speech. The front-end processing is
performed by an auditory model which is based on
psychoacoustical principles. Several temporal and spectral
representations are extracted from the resulting auditory spectra
and are viewed under multiple time resolutions to yield reliable
and flexible descriptions of the speech. Based on these spectral
and temporal resolutions prominent extrema are located and are
classified as objects called events. These objects are organized
into event lists according to masking criteria and measures of
prominence.

INTRODUCTION

The usual basis for auditory modeling is peripheral

_ physiological phenomena. Transmission-line or filter-bank

models are used for basilar membrane and neural models for the

next stage, e.g. [1], [2]. This may give a detailed picture of the

periphery but the models tend to become overly complicated and

theri is a certain lack of knowledge of how the higher levels
work.

) Another approach to auditory modeling is to apply
psychoacoustical theory and knowledge. Here we can
concentrate on wider functional properties of hearing that are not
always directly related to physiological details. Surprisingly few
models are explicitly based on psychoacoustics.

The limited success of auditory modeling in speech
recognition shows that an auditory front end does not necessarily
solve existing problems. We have to pick up the most essential
peripheral features and combine them with higher-level symbolic
processing. With this approach we are immediately faced with
several problems, some of which we hope to solve by
formalisms proposed in this paper. There is not much hope to
find principles with evidence and support from concrete hearing
research. Instead we, have to use hypothetical models that could
be possible in the human auditory system.

The central problem for us appears to be in the
transformation from a continuous-time speech signal to a discrete
and symbolic representation without loosing any key
information. The traditional pattern matching and decision
process isolates the continuous and discrete domains in a way
that makes it very hard to pay attention to the most essential
features in a given context.

There are several concepts that we have found to be
important. Retaining redundancy with multiple feature
representation at each level of the auditory process and even
multiple resolution analysis of each feature is needed. This
presumes parallel processing to a large extent if such a system s
to be implemented in real-time. :

Other key concepts in our approach are events and event
stuctures. Instead of segments with time boundaries we analyze
events (time objects) with rich internal structures: time moment,
effective time span, type according to several criteria, amplitude
or prominence, link to a feature it is supported by, etc. The
list-like data structures consisting of events form the basis for
flexible representations that can be applied to rule-based
processing at several levels of auditory modeling.

The prototype system to be presented in the next section
reflects our approach in a preliminary form. It should be
considered as a collection of examples to be developed towards a
future speech recognizer that includes all phases from a
peripheral auditory model to natural language processing.

SYSTEM DESCRIPTION

. The system contains many different levels of processing
ranging from auditory modeling of the speech input to symbol
and event processing. Figure 1 shows an overview of the
current and proposed system. The following sections explain
how the system functions.

Auditory Front End

The system obtains auditory information from a filter bank
that closely matches the human auditory system in terms of
sound perception. The model [3] is based on the most important
features of peripheral hearing known from the theory of
psychoacoustics [4] and simulates the human's frequency
selectivity and sensitivity as well as its temporal and masking

properties. By the use of this model only relevant auditory -

spectral information is retained. Irrelevant information is
efﬁcxentl‘y removed during the early stages reducing the
computation rate in later processing.

The auditory model is implemented as a filter bank and its
output is represented by a 48 element spectral vector for each
pointin time. The vector's elements indicate approximately the
amount of energy falling in 1 Bark (1 critical band) regions of the
auditory spectrum and are scaled in loudness [4]. Each channel
of the filter bank is separated by 0.5 Barks and this provides
adequate frequency resolution over the entire 24 Bark auditory
spectrum. A spectrum is calculated every 10 ms.
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Figure 1. Signal-to-Symbol Speech Analysis System.

Multiple Representation Analysis

The loudness scaled auditory spectra are transformed into
several parallel representations which help to identify the
different speech features and events. These representations can
be separated into two major groups: the frequency domain, and
the time domain. These groups are described in the following
sections.

Frequency Domain Processing

The frequency resolution of the hearing system to
broadband signals is at best 1 Bark. For phonetic classification
of speech signals different studies have shown that this can vary
from 1 to 3.5 Barks. We can simulate this effect by bandpass
filtering the spectrum in the frequency domain to emphasize the
desired resolutions. This bandpass filtered spectrum
representation is called the formant spectrum. Adequate
resolution has been achieved for this system with both 1 and 2
Bark bandwidth filters. The basis for use of multiple resolutions
for a single representation is explained later on. The formant
spectrum can be used to identify the existence and locations of
formants and formant pairs. Formant lists are created by
searching for local maxima and indicate where likely formants
exist as well as what their amplitudes are but no attempt is made
to classify them. The Formant lists are used in an auditory
spectrogram display which is shown in figure 2.

Time Domain Processing

The other category of representations are based upon
information that the front end supplies in the time domain. One
such representation is total loudness and is calculated by
summing the elements of a loudness spectrum. Total loudness
as a function of time reveals the temporal energy structure of the
speech while being independent of the individual spectral
components.

20
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Figure 2. Auditory Spectrogram of the Finnish word /fyksi/.

Stationarity is a representation that measures changes in
the spectra by comparing the similarity between neighbouring
spectra. Stationarity is calculated for time ¢, by first finding the
average spectra at time t; and at time ¢, + (average computed over

several spectra) and then summing the absolute difference

between these averages to yield a scalar measure of distance.
This representation is used to identify locations where spectral
changes occur and indicates most phonemic boundaries with

good reliability. Stationarity is sensitive to both spectral and

amplitude changes in speech.

Another representation used in the system is spectral
slope which indicates where the majority of the energy lies in
the spectrum. Four different representations of spectral slope are
used: global, formant 1, formant 2, and formant 3 slope. Global
slope is a wideband locator of spectral energy while the
remaining three analyze the regions of the spectrum where each
formant is generally found. These functions are robust
indicators of certain features such as fricatives and plosives and
can also be used to detect spectral centers of gravity [5].

Time domain multiple representation analysis views the
speech signal with several different but parallel perspectives.
Figure 3 shows the responses of three representations to the
Finnish word /yksi/.
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Figure 3. Multiple Representational Analysis of the word /yksi/.
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Muttiple Resolution Analysis

_ To obtain a more flexible description of each frequen
am(ii time domain representation, all reprgsentations are aiqalll)e(zgg
2111 er several resolutions. This is performed by bandpass
Thter}ng a representation with filters having different resolutions
: ¢ impulse responses for some of these filters are shown in

gure 4. For the frequency domain representation the loudness
spectrum is filtered with 1 and 2 Bark resolutions as was
Ecnnor}cd earlier. In this case the filters are scaled in frequency.
the time domain representations the filters are scaled in time
and resoluqons of the loudness, stationarity, and spectral slopé
representations are calculated in a similar way. This method is

similar to scale-space filtering [6 i
qualitative descriptions of signalsg. (6] and is sed to generate

— «.t
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— VAV
~ N\

— AN
-~

240 ms -

30 e o

e \‘“-«—\\_;/_p_—

Figure 4. Impulse responses of some of the filters used in
Multiple Resolution Analysis.

Each resolution of a representation i

resolution source while the ?epresematior:sal%cnf;n:/dithasitz
resolutions is defined as a resolution group, as indicated in
figure 1. Speech analysis with multiple resolutions facilitates
determining event locations and their respective properties with
greater ease and accuracy than would be possible with the
original representations alone. The curves in figure S show th

response of the loudness resolution group to the word /yksi/e
The mulqple/pamlle! representations and their resolutions allow
for a reliable description to be created of the speech. New
resolution groups may be added to the system such as itch
detection and a voiced/unvoiced indicator as is found neoessgry

Event Detection and Analysis

The next phase of processing transforms a si in thi
case a resolution source, into ga discrete irsxagns%n;%ot?::
representation. The resolution groups are operated upon b
event detectors which find local extrema and zcro-crorsxs)in 4
depending upon which resolution group is being analyzed fns&
yield symbols as their outputs. Symbols are more fiexible to
manipulate during later stages of processing than signals since
partial classification has already taken place. These symbols ma
<f:oma1n information regarding their type, time, amplitude anzl’
ormant structure. The symbols are ordered chronologically and
are placed in a list for later processing, Y

The resolution group event manager is res i
analyzing a resolution group and ﬁnding the moslzo ;rsc;rtgienggi
areas of interest. One measure of prominence is determined b
searching for the event with the largest absolute amplitude Iyt
uses as its input the lists of symbols presented to it by the cw;cm
detector. The reso_lunon £roup event manager operates on these
lists to produce a single list called the resolution group event list
that contains the most significant events from a representation

10 ms F . A .“\WW*\/\M%
20 ms M/\-‘\f—»\f\,ﬁ__

40 ms

240 ms

241 356 470 585 700 815

929 1044 ms

Figure 5. Multiple Resolution Analysis of the Loudness
Representation for the word /yksi/. Solid lines
indicate events, dashed lines indicate related events.

To avoid multiple entries of the same event in the lis

events from different resolutions are marked as beloxtl’g?}'llgmtl)a;;c:
most prominent event. Figure 5 also shows the events (solid
lines) found for the multiple resolution loudness representation
as we_ll as the related events (dashed lines). Another measure of
prominence that could be used is to choose the event with
maximum span over the sigma axis when using scale-space
filtering techniques [6] to yield a top-level descriptor.

An integrated description of the s i
1 peech is constructed b
the gob_al event manager and it considers all the resolution grou;
mnt lists created by the resolution group event managers and
ds a global event list that contains the most prominent events.

The final set of symbols created by the global event
manager have been proposed to be usyed asg a primary
%presemauon of the speech in a rule-based recognition system.
huese symbols would describe speech in similar terms as a
h néCaE w%lxld when reading a spectrogram or by listening to
uﬁeﬁl X }:: rule-based system would analyze these symbols
g eggqé evidence existed to fully support a hypothesis for
o Classitication. By deferring classification to this final stage,

verse sources of information may be viewed in a global
perspective making high rates of recognition possible.

IMPLEMENTATION

The preliminary version of the model i .
is currently imple-

;_?ﬁ::ggnfr_\ a two processor system. The auditoryy mo%el
remainder or realized on a TMS 320 signal processor and the
er on an Apple Macintosh. The Macintosh is the host for

T ——

the TMS and executes NEON which is an object oriented lan- .

guage [7]. NEON is a hybrid lan ¢ ;
i guage with many of its features
g“?;ggxfar?nn; Fgel?h and Smalltalk. The next extended version of
Lisy Machine iocang currently implemented on a Symbolics 3670

T ne “fdudlng a small-scale speech recognition system.
rcsolut‘o cfficiently represent and manipulate the different
pmgm;fr):if;; Tepresentations and symbols, object oriented
data and kncg) “icglods are used. Object orientation is a powerful
regarding th > g- ge representation principle since knowledge
c Xhibiting b? object 1s contained within the object itself thus
cate wnhg :ajﬁct'c}fmemd control [8],[9]. Objects can communi-
belong to dc other by message passing methods. They also
This ag asses and can inherit properties from other classes.

pproach allows for building rule and frame-based systems.
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Since each representation's analysis can be processed
independantly, parallel-processing of the representations,
resolutions, and events is a natural topology for the
implementation of such a system. Such a concurrent system
could be implemented e.g. using Transputers [10] and is one of

our long-range goals.

CONCLUSION

Higher-level functional processing must be included in
auditory models if the information they supply is to be of greater
use. This is because peripheral physiological phenomena often
does not offer a sufficient basis for applications such as speech
recognition. In this paper we have described an approach to
implant the higher-level processing activities into an auditory
model. The conversion of speech into a loudness spectrum, the
derivation of some representations, and the analysis of these
under multiple scale resolutions was explained. Finally, the
transformation of signals into discrete frequency/time events was

- described.
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ABSTRACT
The perception of ponlinesr distortion in speech signals was
stadied. Subjective Lstening tests were cartied out using
Firmish speech sounds zs test memerial. A comprational model
was esed 1o obezin andiory spectra from the undistorted and
distorted sounds, and the spectral differsnce was compared to
subiective sound guality evaizaton

Ocr smdies showed the so-called 2-¢B deviation rule to be a
usefol measere for the just poticeable level of nonlinear
distortion. This rule implies that if the changes in auditory
spectrum exceed 2 ¢B, the difference between the original and
distorted sound can be perceived. This result also verifies the
applicability of the psychoacoustic approach to distortion
perception. For distortiors exceeding the perception threshold,
a more sophisticated objective measure than the maximum
spectral deviation is peeded. A distortion measurement system
based on an anditory model has also been constrocted.

INTRODUCTION

The work with aoditory models has been active in our
aboratory since 1981/1/ - /4/. One 2im of the research has been
a psychoacoustical model imitating the human hearing process.
A marhematical model that performs this is not a physical
simulation of the hearing system. Instead, it attempts to imitate
thefuncnonalprqpancsofsubpcuvepaccpﬁonofrhe sound,
po matter what kind of physical processes there exist. This is
ouar approach to aoditory modelling.

Auditory models can belp us, for example, to create better
measuring techniques of nonlinear distortion. Conventional
techniques, like harmonic distortion measurement, don't take
into account how we actually perceive the distortion. This
might lead to incorrect results and not to what we want — the
sound quality in terms of perceived distortion. If the important
properties of the anditory system are built into the measurement
method, results can be improved.

Application areas include speech recognition and speech
analysis for phonetic speech research. These auditory models
can provide some new insights to how we perceive speech.

Some important phenomena of the human audi system that

should be implemented in anditory models are:

* Frequency sclectivity of about 1 Bark and masking effect in
frequency domain (excitation spreading function).

* Frequency sensitivity of the human ear according to the
loudness curves (60 dB-level, e.g.).

« Temporal integration; time response of any 1 Bark channe]
should be its power lowpass-filtered by a time constant of
100-200 ms.

+ Temporal masking; pre-and pqstmasking effects.

FILTERBANK MODEL

The filterbank principle is well suited to auditory spectrum
analysis because the human auditory system — basilar
membrane and hair cells — also consists of a multi-channel
analyzer /6/. The bandwidth of the overlapping channels is
about one critical band or one Bark. Instead of thousands of
hair cells it is enough to have 1-4 channels per one Bark ina
computational model. This means 24-96 channels covering the
24 Bark audio range. With 0.5 Bark spacing our model has 48
channels, which seems to be a practical compromise between

good resolution of spectral representation and low amount of

computation.

anh channel 9onsists of a bandpass filter, a square-law
rectifier, a fast linear and a slower nonlinear lowpass filter, and
a dB-scaling stage (fig.1).

base level

Fig. 1. One channel of the 48-channel filterbank used for

auditory spectrum configuration. = ion,
log = Brsnaim. nfiguration. x* = square law detection

Bandpass filters with 0.5 Bark spacing and a little more than 1 -

Bark bandwidth give the desired frequen ivity to th

: cy selectivity to the
model. Each bandpass is a 256-order FIR-filter designed to
have a frcquenpy response which is the mirror image of the
spreading function B(x) given by Schroder et al /5/.

Not only frequency selectivity but also uenc

ege % y msponse
sensitivity) of the ear must be built into fé\ecqfiltcrbank- The
simple way we used is to let the relative gains of the channels

vary according to the i c
(60-dB level). nverse of the equal loudness curv
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The rectification effect in hair cells of the inner ear is primarily
of half-way type. Our model did not have a half-wave rectifier,
because a square-law element was included. We found out that
in auditory spectrum analysis of speech this makes no
remarkable difference. A constant level is added after the
rectification to simulate the threshold of hearing.

The remaining two filters are for smoothing the outputs of the
selective channels. The faster one is a first-order low-pass with
time constant of about 3 ms. Its role is not important here. The
second one is more fundamental. Its purpose is to implement
many effects: temporal integration as well as pre- and
postmasking.

Temporal integration is realized by linear first-order filtering
(time constant about 100 ms) applied to the output of square-law
rectification. Premasking is not a very important and critical
phenomenon, and this simple solution was quite sufficient.

Postmasking was more difficult to be implemented. A linear
lowpass filter with a 100 ms time constant gives an overall
masking that is several times too long. To make a better match
we used nonlinear (logarithmically linear) behaviour of the filter
for masking situations /3/.

PERCEPTION THRESHOLD OF NONLINEAR
DISTORTION

One of the most useful rules of the psychoacoustic theory is the
2-dB rule of just perceivable difference. This means that any
variation in a sound, resulting at least in about 2 dB level
change in any Bark channel, will be noticeable in subjective
listening tests. The hypothesis was tested by distorting three
Finnish speech sounds /a/, /i/ and /s/ with three nonlinear
distortions (square-law, crossover and clipping). Duration of
the distorted sound was the third variable. Three persons were
asked to find the just noticeable levels of distortions (JND).
The test was made by direct comparison of distorted and
undistorted signals from a loudspeaker in an anechoic chamber.
The corresponding maximal distances in auditory spectra were
then computed. The results are shown in fig. 2.

It was found that the types of distortion and speech sound have
no essential effect on the auditory spectrum distance of
IND-threshold. Duration also has only a minor effect. The
2-dB rule is valid or, more exactly, distortion is just perceivable
when the maximum value of auditory spectrum distance is about
1.5 - 2.5 dB (undistorted reference was available to the
listener).

dB
4+
3 +
2 4

1 4

C P : L b ims
i ) ] I 1 I i 1
2 5 10 20 50 100 200 500

Fig. 2. Auditory spectrum distances corresponding to the
JND-thresholds of different distortions applied to three speech
sounds (see text) as a function of distortion duration.
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An interesting detail is that the the temporal integration must
really be present in the model. This also means that if the

duration of distortion is less than 100 ms, the physical level of . '

distortion must be higher for short durations to get the same
threshold of perception.

In another experiment we found that the perception threshold of
distortion without pure reference correponds to 1.5 - 13 dB
distances depending on types of distortion and speech sound.
We can conclude that if the distance is less than 1.5 dB, the
distortion is practically never perceivable.

SUBJECTIVE DISTORTION EVALUATION VS.
AUDITORY SPECTRUM DEVIATION

Another series of experiments was carried out later to investigate
further the correlation between maximum auditory spectrum
distance and subjective distortion evaluations, this time
especially for higher than JND levels. Test sounds were
Finnish vowels /a/, /i/ and /u/ spoken by two male speakers.
Test samples were about 200 ms long and they were distorted
artificially with four types of distortions: zerocrossing,
clipping, square-law and angle distortions ( angle distortion: a
piecewise linear input-output relation having an angle
discontinuity at the origin ). In each test, one of the test vowels
was played to the listeners with different distortions in a random
order. A test series contained 6 - 8 distortion levels for each
distortion type plus clean signals. The undistorted reference
could be listened to before the series, but not between the test
signals. Each test signal could be repeated as many times as
required before making the evaluation using a scale from 0 to
10. Definitions for the values on the scale were:

No audible distortion.

The listener supposes to have heard something like
distortion but is not sure.

Distortion is on the just noticeable threshold.

Distortion is always perceived when concentrating on
listening.

Distortion can be heard easily as "soft" distortion.
Distortion is not "soft" anymore, but not yet disturbing.
Distortion is now disturbing.

Listener feels some uncomfort because of distortion but the
sound is still easily recognized.

Distortion is increased to the level where some problems of
correct recognition exist.

Recognition of sounds is like guessing.

10 Recognition of the sounds is impossible.

> ® NAME W =mO

There were three test subjects, all of which listened to each
series five times. Figures 3 - 5 show the results from three
vowels (/a/, fi/ and /u/) of one speaker. The figures present
subjective evaluations of distortion as a function of maximal
auditory spectrum distance over time and full 24 Bark range.
On the y-axis is the evaluation scale that was used in the test.
(Presented are only three of the six test sounds, but the results
from the other speaker's sounds were roughly of the same

type.)
The plots show immediately that the vowel /i/ is the most

sensitive of the sounds: that is, distortion is easiest to detect.
The other sounds /a/ and /u/ are less sensitive to distortion.

From the plots it is seen that the vowel /i/ exhibits the least
variation between the four types of distortion while /u/ exhibits
the most. If we look at fig. 5, we see that for the vowel /u/ the
spectral difference corresponding to the "disturbing threshold”
(value 6) is over 20 dB for square-law distortion, but only about




10 dB for crossover distortion. For the other speaker's /u/,
however, the characteristics of the four distortion type curves
were different (variations were again large, but the order was
different).

LR o

3
T
25 8
a

2e70Cr0ss cipping

square-law angle

Fig. 3. Subjective distortion evaluation vs. maximal auditory
spectral deviation. Vowel: [ al. Average from 15 evaluations
Jor each poins.
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Fig. 4. Subjective distortion evaluation vs. maximal auditory
spectral deviation. Vowel: 1il. Average from 15 evaluations
for each point.
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Fig.5. Subjective distortion evaluation vs. maximal auditory
spectral deviation. Vowel: [ u{. Average from 15 evaluations
for each point.

Considering the results we can say that although the auditory

m method is good at JND threshold, it has only
moderately good correlation to subjective distortion evaluation at
higher distortion levels. Therefore the method needs further
refinements. Possible ways of doing this are: (1) to define a
better distortion measure than maximal spectral deviation, and,
(2) w improve the auditory model itself.

Improving the distortion measure

Some possible ways of changing the distortion measure are:

o Frequency weighting. The current measure handles all the 48
channels in the model equally, but it could be advantageous
to give more weight to the highest channels, since high-
frequency components are usually more disturbing than lower
ones.

« Area and level weighting. The distortion measure could be
made a function of the geometrical area of the spectral
deviation, which would give a measure related to the total
amount of distortion.

Changing the auditory model
Our model does not take into account what happens inside one
pich period of speech sound but rather only the long-term
perception phenomena are considered. However, it is known
that the temporal fine structure of sound has some effect on the
jon. If the time constants of the model were shortened
so that the fine structure of the signal would have an effect on
the auditory spectra, this could give some extra information
about the signal. In the case of distortion perception this
information could be important: for example, if one distortion
mechanism distorts only the peaks of the signal (say, clipping),
it may have a different subjective effect than another type which
has more effect on the low-level parts (crossover). .

AUDITORY MODELLING APPROACH IN
DISTORTION MEASUREMENT

Since the 2-dB rule is found to correlate well with distortion
perception threshold, the auditory spectrum analysis can be
used to measure distortion in audio and speech transmission
equipment. This method enables the use of actual speech (of
other sounds) as measurement signals. The results correspond

Audkory Auditory
spectrum analysis

L )@(_ 1

Spectral deviation
( distortion measure)

Fig.6. Block diagram of auditory distortion measuremen!. By
subtracting the auditory spectrum of the original test signal from
the distorted signal we obtain the auditory spectral devianon,
from which the distortion measure can be derived.
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to subjective sound quality better than results obtained with
traditional methods like total harmonic distortion measurement.

We have realized an auditory model based measuring system.
The auditory model is implemented in a Texas Instruments TMS
32010 signal processor. An Apple Macintosh personal computer
is used for system control and user interface, and a slightly
modified Sony PCM-F1 pulse code modulator acts as the DA-
and AD-converter. Figure 6 presents the nonlinear distortion
measurement principle as a block diagram. Our system can
handle the entire audio range (20Hz - 20 kHz) with a dynamic
range of over 90 dB. The Posts and Telecommunications of
Finland is testing the applicability of the method in telephone
equipment measurements.

CONCLUSIONS

The auditory models have proven to be a useful means of
determining perceived nonlinear distortion in speech. Already
the relatively simple method of maximal spectral deviation is a
good measure for the JND threshold (2-dB rule). More severe
distortion levels need a more sophisticated measure. Practical
applications of auditory methods are under development —
possible areas are the evaluation of telephones and audio
equipment as well as research systems for phonetic science.
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A MODEL FOR THE PHONETIC MENTAL REPRESENTATION OF WORDS
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ABSTRACT

Seven psychological models of word recognition are
analysed as to their explicit and implicit assump-
tions on the phonetic mental representation of
words, and are then considered in the light of ex-
pe(imental results concerning the concept of the
primary perceptual unit and findings from first
language acquisition research. On the basis of these
considerations a model for the phonetic mental re-
presentation of words is proposed which assumes
simultaneous representation of differently sized
units in the form of prototypes. The implications of
this dmodel for models of word recognition are dis-
cussed.

INTRODUCTION

Hardly any of the leading word recognition models
contains explicit information on the phonetic mental
representation of words. This may be seen as a seri-
ous drawback of these models considering that (pho-
netic) mental representation may not only be regard-
ed as a result of the perception process, but that
it functions at the same time as a monitor for per-
ception. Almost all models, however, make more or
less clear statements on primary perceptual units to
which - at least implicitly - the status of mental
representation is ascribed.

- Klatt /1/ assumes in his 'LAFS' (lexical-access-
from-spectra) model that the listener is able to
distinguish words directly by spectral analysis of
the speech signal without having to segment it into
smaller units. However, he also assumes that words
have an internal structure which can best be de-
scribed by units of diphone size. An important part
of the word recognition process according to Klatt's
model is the recognition of the internal diphone
structure of a word by a listener. In this model
words must thus be mentally represented as diphone
sequences in the listener.

- In describing his 'logogen model' Morton /2/ gives
the impression that he does not regard any segmenta-
tion within word boundaries necessary for the recog-
nition process. Words are held to be represented as
holistic entities.

- In the 'cohort model' /3/ it is assumed that words
are represented as sequences of discrete units in
the listener. The size of these units equals approx-
imately that of single sounds, although statements
on .the linguistic status of the units and thus on
their degree of abstractness (phoneme, allophone or

phone) are avoided.

- Forster /4/ was the first to include specifica-
tions on the phonetic mental representation of
words in his 'search model'. This model is based on
the assumption that words in the lexicon are repre-
sented as sequences of phonological segements (pho-
nemes).

- Pisoni, Nusbaum, Luce and Slowiaczek /5/ also make
explicit statements on the mental representation of
words in their 'phonetic refinement theory'. They
bel;eve that words are represented in the mental
lexicon as sequences of discrete phonetic segments
equalling single sounds which are defined in a mul-
ti-dimensional space /6/.

- Elman and McClelland /7/ assume that there are
processing units of different sizes on different
levels. These processing units are acoustic phonetic
features, phonemes (allophones) and words. Even
though Elman and McClelland assume interactions be-
tween these different units during the word recogni-
tion process, on closer examination of their 'trace
model' these units appear to be hierarchically or-
ggnlzed. Thus the question remains, whether the
different units are simultaneously present in the
sense of a mental representation or whether they
have to be deduced one from another in a given se-
quence.

- Grosjean and Gee /8/ distinguish between units of
processing and units of representation, but only
make specific statements on the former. In their
view, units of processing are the stressed syllable
and the phonological word consisting of a stressed
syllable and a number of unstressed syllables linked
with the stressed syllable. Unfortunaltely, Grosjean
and Gee do not specify how these units are related
to potential units of mental representation. Consid-
ering the importance the authors ascribe to the
fgnctlon of prosodic features in the word recogni-
tion process, it seems feasible to deduce that they
do not tend to assume that words are phonetically

gﬁgggsented in form of sequences of discrete single
S.

PRIMARY PERCEPTUAL UNITS

As mentioned above, the problem of phonetic mental
representation of words is closely linked with the
question of the basic (natural) units of speech per:
ception. When, in the early fifties, experimental
phoneticians and psychologists started to investi-
gate the relation between the linguistic unit and
its processing by the human listener, they were
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guided by the concept of minimal pairs and the ensu-
ing distinctive feature theory developed by phonolo-
gists. Thus they focussed on the smallest isolated
and reduced units - presented in form of synthesyzed
signals to listeners in the laboratory who were
asked to identify and discriminate them. Notwith-
standing the valuable results obtained by such stu-
dies, one should be aware of the fact that the
experiments were based on artificial acoustic pheno-
mena which were as far distant as possible from
their natural manifestations.

In criticizing the assumption of distinctive fea-
tures as being psychologically real, in the begin-
ning of the seventies an explicit discussion on the
nature of the primary perceptual unit began. It was
believed that in reaction time experiments, espe-
cially by target monitoring tasks, one could deter-
mine linguistic, taxonomically structured units
according to their relevance as units in the speech
perception process. One of the important results of
these experiments is that the reaction times for
short sentences, words, syllables and sounds are the
same, if the search list consists of units of the
same size as the target unit /9, 10, 11/. On the
condition that reaction time experiments are an
adequate means to reveal information on the primary
perceptual unit, it can be deduced that units of
different sizes may serve as primary perceptual
units. In spite of such results a number of authors

"~ still argue for certain units to be the exclusive

representatives of primary perception and try to
prove their hypotheses by experimental studies /12,
13/.

RESULTS FROM FIRST LANGUAGE ACQUISITION RESEARCH

Another possibility of gaining insight into the pho-

‘netic mental representation of words lies in looking

at the early stages of the child's language acquisi-
tion process. In first language acquisition research
it has become quite an unquestioned fact that the
child learns a word as bearing meaning corresponding
to a certain object or class of objects. It seems
plausible to assume that in this learning process
the phonetic characteristics are globally perceived;
in other words, the child learns the word 'ball',
for example, as a phonetic unit and not as a combi-
nation of the single sounds /b/+/o:/+/1/ or even as
a matrix of 3x9 distinctive features.

Empirical results support this view: For example,

Bruce /14/ found in investigations with 5- to 7 1/2-
year-old children that during this stage in develop-
ment holistic processing of words changes to more
analytic processing. Liberman, Shankweiler, Fischer
and ~Carter /15/ carried out experiments with 4- and
5-year-olds and found that these children could
segment words much more easily into syllables than
into single sounds. In using rhyming tests Magnus-
son, Naucler and Soderpalm /16/ found that preschool
children were not able to give metalinguistic judg-
ments on the basis of the phonetic-phonological
structure of the words they heard. School children,
however, were well able to do this, which may be
accounted for by their ability to read and write.
These findings, among others, point to the fact
that at first the child perceives words phonetically
in a global, non-analytic manner.

The prerequisites of a more analytic way of perceiv-
ing speech elements, in other words, the insight
into the existence of certain recurring features, is
only possible on the grounds of a substantial voca-
bulary. The possibility that an analytic recognition
of words may occur in a more advanced stage in the
process of cognitive development and that it may be
furthered by special training is not questioned. But
such perception of speech which analyses different
speech signals within word boundaries may only fol-
low global perception in the developmental sequence,
and it cannot extinguish the earlier developed glo-
bal way of perception.

To summarize, in this approach it is assumed that
the child begins by recognizing words as global
units. More analytic ways of speech perception may
be used in later stages of language acquisition with
interindividually varying degrees.

A MODEL OF THE MENTAL PHONETIC REPRESENTATION

These considerations lead to the following model of
phonetic mental representation. The grown-up speak-
er/listener has stored a variety of mental represen-
tations on the phonetic level, the most important
being: words, syllables, single sounds and phonetic
features. Figure 1 illustrates the outlines of the
model.

It should be noted that the different units are not
localised on different levels of representation, but
that they are different kinds of representation
within one level, i.e. the phonetic level. These
different kinds of representation are simultaneously

—W words

syliables

/LN

speech signal - =

— — e e o= = o= — = — | single sounds

_____ — — | phonetic

- — — features

Fig. 1 : Different kinds of mental representation of words on the phonetic level which are
’ simultaneously at the disposal of the listener; the listener focusses that kind
of representation first which seems most efficient for word recognition.
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at the disposal of the listener/speaker once he has
established them. From which kind of representation
the listener primarily takes the relevant informa-
tion for solving a perception task is determined,
for example, by the type of task, the context of
perception, the speed and/or the complexity of the
incoming stimuli etc.. Besides, it seems to make
sense to assume that the perceptuzl activities of a
listener vary not only with varyir, tasks, but that
he may also interchangeably focus on different kinds
of representation while solving one particular task,
for example by recognizing a phrase or a sentence.
Thus a listener can switch to single sounds or even
phonetic features when discriminating difficult
words such as proper names or words of a foreign
language, and then he can switch back to words
later.

Such a type of model in which a simultaneous repre-
sentation of stimuli within different systems of
similarity and contexts is postulated, is success-
fully being used in other psychological fields, as
for example in the cognitive psychological research
on problem solving; it has amply been shown that the
flexibility in problem solving is based on the abi-
lity to change perspective /17/.

§ince different listeners make different experiences
in their perceptual surroundings, the degree of
their ability to differentiate, i.e. the number of
types of representation of a given word they have at
their disposal, may differ from one individual to
another. This is why the kind of representation on
which listeners rely in a successful recognition
process may also vary according to properties of the
listeners themselves. For example, the knowledge of
a phonetically oriented writing system (such as is
acquired when learning to read and write an alphabe-
t;cal writing system) may lead to a more differen-
tiated organization of the mental representation of
words. Morais, Cary, Alegria and Bertelson /18/
could in fact show that adult illiterates had much
more difficulties in solving certain linguistic
tasks involving detailed phonetic analyses than
literate adults. What Morais et al. showed for
speakers of Portugese, Sendlmeier /19/ could confirm
also for native speakers of German. Within the scope
of the introduced model these results may be ex-
plained in such a way that the adult illiterates
have no concept of the single sound the way liter-
ates have. This, however, should not lead to the
misinterpretation that the one group could listen
better than the other. As a matter of fact, illite-
rates are just as able as literates to distinguish
minimal phonetic differences in discrimination
ta§ks,. which, however, gives no clue as to the
primarily focussed type of representation in the
process of word recognition.

Closely related to the question in which size the
phonetic perceptual units are represented is the
problem of how these representations are present.
Here Wertheimer's concept of ‘ideal types' /20/ or
Rosch's related concept of 'prototypes' /21/ seem to
be adequate alternatives to abstract feature ma-
trices.

The representation in form of prototypes is postu-
lated for all kinds of representation of the phone-
tic level in the model. It seems plausible to assume
that a listener generates a prototype from all the
ever heard representatives of a category in the

sense of a statistical mean during the course of

language acquisition. If one supposes that phonetjc -

units of different sizes (up to words) are represen-
ted analogously in form of typical prototypes, but
not in the sense of a first degree isomorphy, ' this
implies an enormous capacity of the long term men-
ory. Objections by scientists who by referring to -
up to now uncertain - principles of economy arque
against such a supposition of storage-consuming
representation can be rejected in view of an almost
unlimited capacity of the human brain /22/. The
material basis of an analogous representation in
form of prototypes may be seen in neurophysiological
correlates of spectral patterns, since it may be
taken for certain that the incoming soundwave is
subjected to a frequency analysis by the peripheral
hearing system.

CONSEQUENCES FOR WORD RECOGNITION MODELS

The presented model of mental representation con-
tains a number of constraints on the process of word
recognition. This is due to the fact that structure
and process mutually depend on each other. It is up
to word recognition models to delineate the rules
and mechanisms that characterize the different types
of strategies in speech perception. However, in
doing so the following facts should not be ignored:
- Word stress patterns are normally used in word
retrieval; words seem to be organized in the lexicon
according to stress contours /23, 24, 25/.

- Linguistic differences can cause listeners with
different languages to develop different perceptual
strategies /26/.

- Configurational (prosodic) features of words often
pxnder the listener from focussing on single sounds
in recognizing words /27/.

- Unstressed function words usually are recognized
some time after their off-set, in most cases only
after taking into account the following stressed
syllable /8/.

- The size of the phonetic units used by listeners
varies with the complexity of the words in similari-
ty judgments /28/.

- The size of the primary perceptual unit varies
with the size of the respective context /29/.

Word recognition models which assume only one kind
of primary perceptual unit - phonetic features,
single sounds, syllables or words - are confronted
with a number of problems when trying to explain
findings like the ones listed above. It seems that
only such models will be of lasting importance which
start from the assumption that the listener has ac-
tive control over the process of auditory word re-
cognition and that he can focus at will on any kind
of representation that seems useful for successful
word recognition.
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ABSTRACT

The hypothesis tested in this research is
that certain linguistic characteristics
have a material influence on 8peech per-
ception. A statistical model based on
analysis of variance in perceptual data
is proposed, where significant fectors are
assumed to be the perception cues and
their levels to be decision making units.
The investigation of the model has enabl-
ed us to elucidate a number of psycholin-
guistic features of the speech perception
process, the typological properties of a
given language as well as some characte-
ristica of perceptive ability development
in both native language acquisition and
second-language learning,.

HYPOTHESIS, METHODS, MATERIAL

In the present work the perception of car-
dinal psycholinguistic units, i.e., syl-
lables, words, sentences and texts, was
studied. Listening to speech stimuli was
chosen as an experimental procedure,since
it seems to be a perceptual activity that
is mainly dependent on the processing of
sound sequences and is not closely relat-
ed to the higher levels of speech compre-
hension. A group of 7-10 subjects was ask~
ed to listen to sets of speech stimuli
presented against the background of some
distortion and to write them down. The
texts were presented several times, while
other stimuli only once. Different kinds
of distortions or their combinations were
used: a) objective distortions ( white
no;se, distant reception,synthetic speech
stimuli, accented speechs, and b) subjec-
tive (poor hearinf, poor knowledge of the
lenguage, aphasia). The quantitative as-
pect of distortion namely, the signal/
noise ratio (S/N), the degree of hearing
loss, the level of performance in the se-
cond language, etc. was also varied.

Each speech segment can be described on
the basis of its correct perception fre-
quency. Besides, one may obtain a number
of ratings for various linguistic featu-
res. For examgle, the word "ruka" (hand)
is a noum (a level of the factor Parts of

Speech), with the highest possible frequ-
ency of occurrence a level of factor
Fo , containing the stressed "a ",bisyl-
lagic, etc. Correct recognition of  the
word "ruka" is assumed to be determined
by these factors, or more precisely, by
their levels. Hence, it is quite natural
to use analysis of variance to discover
the significant linguistic features (fac-
tors) and to establish a hierarchy among
them. Results of this analysis have yiel-
ded s statistical descriptive model of
speech segment perception.

Let us consider a fragment of such a mo-
del, giving the correlation ratio }?
of some factors in word recognition: 1 -
a7ainst the background of white noise at
S/N = -64B; 2 a,b - in hard of  hearing
adults with different degrees of hearing
loss; 3 - for German students who percei-
ved Russian words in white noise at S/¥N =
= -2dB. The significant factors are un-
derlined (see the Table).

Table

Experiments|
Factors

-~

2a 2b 3

Stressed Vowel 0,052 0,020 0.020 0006
Voiced/Voiceless [0.000 0.007 0.002 0.005

.

Soft/hard 0.017 0.015 0.004 0.®J

Length in Syllables [0.073 O. 0.006 0.01

Parts of Speech [0,018 0.040 0.030
Fob 0,012 0,003 0.002 04

o

For correct use of analysis of variance,
the factors being investigated in the ex-
perimental material should be orthogonale.

- In most cases balanced articulatory tab-

les were used /2/.

Our conclusions are based on the analysis
of about 50 experiments, giving approxi-
mately 70,000 responses,These experiments
were conducted, in part, in collaboration
with my collegues. The study of the mo-
dels obtained has made it possible 1o
discuss three groups of problems.
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I. THE PSYCHOLINGUISTIC FACTORS IN SPEECH
PERCEPTIOR

A. Isomorphism of Models for Speech Unit
Fercegtion at Different iInﬁgls{Ic Te-

vels in Au LoTy gstening Tests.

This is confirmed, first, by the fact
that the models for speech unit percepti-
on at all linguistic levels are shown to
be analogous, and, secondly,the same fac-
tors hold for units of different 1levels,
For example, the factors Stressed Vowel
end some Distinctive features of conso-
nants are significant for both syllable
and word recognitiom.Thus, a certain iso-
morphism of linguistic levels in the pro-
cess of listening may be postulated. It
ghould be noted that the obtained factors
act simultaneously in every instance and
no "input" can be found into a set of
this type.

B. Similerity in Mechanisms of Perception
Irrespec?%ve of the Distortion Type.
Each type of distortion is characterized
by an individual set of factors or a hie-
rarchy of these factors. There sare, how-
ever, factors which turn out to be signi-
ficant in the majority of cases. Among
them we find the following: relative fre-
quency of occurrence and length in syl-
lables for words, the stressed vowel,
parts of speech. To conclude, it should
be mentioned that there is an evident si-
milarity in the mechanisms of speech per-
ception under different conditions of dis-
tortion, which not only justifies the ac~
cepted approach towards speech pathology,
insufficient knowledge of the language
and noise as a distortion, no matter what
its nature may be, but also helps to un-
derstand every single case on the basis

of distortions of other types.

C. Differences in Mechanism Dependin on
The Degree of Distortion.

When the type of distortion is constant
but the degree is altered not only common
but specific factors as well are revealed,
besides, their ranks may vary.For exeample,
F b of speech units (syllables or words)
i8° found to be one of the most important
factors in poor reception conditions and
to decrease in significance as the recep-
tion conditions improve. The factor Parts
of Speech is ineignificant under poor re-
ception conditions whereas under superior
conditions it becomes a factor of great ve-
lue, Thus, it can be said that the analy-
sis revealed both common and specific fea-
tures. The first of these two findings,
i.e. the existence of common features,was
not unexpected. The second one, on the
other hand, is difficult to predict and,
therefore, is mostly ignored by Tresear-

chers. In order to sum up the resulis of
this section and of the preceding one, let
us underline that the common features in
mechanisms of perception are at work " in
all types of distortion, whereas specific
features depend on the degree of distorti-
on.

D. An Extension of Jakobson's Regression
ypothesis.,

Let us now look at the data from a diffe-
rent angle. R. Jakobson proposed a hypo-
thesis according to which aphasic speech
disorders mirror the process of language
acquisition in children. The data on the
factor levels indicate the following: vo-
vels are better recognized than conscmnants,
/a/ is much more easily recognized  than
/é6r /; choreic words are easier than iambic
ones; nominative case is better perceived
than other cases; the direct object is
superior to the indirect object in the
number of correct responses. The active
construction is recognized more easily
than the passive one.The dialogue is easi-
er to perceive than the monologue,words of
frequent occurrence are recognized correct-
ly more often than rare words. Is is clear
that the first members of the oppositions
are acquired earlier in the ontogenesis.
We can therefore attempt to extend Jacob-
son's hypothesis in the following way: the
linguistic features which are the earliest
to have been acquired are the most stable
in all types of distortion.

E. The Existence of Simple and Complex
F¥aclors Functlonlng as One Whole,

Some of tke factors are simple and cannot
be further disintegrated into other featu-
res (i.e. distinctive features of the pho-
nemes or parts of speech). Other factors,
such es syllabic contrast or communicative
type of text, may be conceived as a combi-
nation of more elementary features. But in
the process of speech perception these can-
plex fcatures may become crucial, that is,
they function as a whole. An increase in
the weight of such complex features is of-
ten caused by an improvement in reception
conditions. This fact is in agreement with
some recent psychological investigations.

P, Differences in the Perception of Isola-
Ted Units and Units in Eonfexf.

Comparison of sets of significant factors
for isclated words and words included in
a text indicates that some of them are

‘present in both test conditions. For most

factors, however, a decrease in signifi-
cance or a complete loss of significance
is observed. us, the mechanism of per-
ception is different for isolated words
and words in context.
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G. Simultaneous Perception of Speech Unit
a3 a vhole and in Elements,

Some factors are related to elements into
which the speech units can be subdivided
(e.g. stressed vowels), whereas the others
describe the unit as a whole (e.g. the
rhythmic structure, frequency of occur-
rence). Since both types are significant
simultaneously, one may suppose that the
recognition of the whole unit and that of
its parts occurs parallelly. Let us con-
sider some additional facts. If we compa-
re the hierarchies of all factors for
words and syllables under similar condi-
tions we can clearly see that for S/N =
= -6dB rank test § is +0.86, for OdB it
is +0.60, and at +4dB it is +0.09. These
data indicate that under poor reception
conditions the mechanism of phonetic pro-
cessing of a word is highly efficient
which is not the case under good recepti-
on conditions. In another experiment lis-
teners were given words spoken by non-na-
tive speakers of Russian %the Agul) and
paris of these words pronounced with a
strong accent. It was found that p (rank
test) for the correct recognition of
words and their parts in 4 different
groups of listeners varied from -0.10 to
+0.17, that is, there was actually no cor-
relation at all. This signifies that words
were perceived regardless of the presence
of some distorted segments, i.e. as whole
units.
Xoreover, when German students recognized
Russian words both masked and not masked
by noise, correct recognition scores in
the latter case were twice as high as in
the former case. This improvement was due
to perception of both familiar and infa-
miliar words. Thus, a possibility of pho-
nemic decoding has been demonstrated. Now
we can amend the rule as follows: speech
units are perceived simultaneously as se-
?uences of elements and as integral units
Gestalt), the strategy depending on the
perceptual situation.

H. Simultaneous Involvement of All Lingu-
istic Levels Regardless of ihe Type of

the Unit to be Perceived.

To make this item clear, let us take our
data on words. Word perception is determi-
ned by the following factors: certain dis-
tinctive features of consonants and vo-
wels (the sound level), length of words
in syllables (the syllabic level), part of
speech and length in morphemes (morphemic
level), the number of quasiomonymes (word
level) and F_, (the text level), This in-
dicates that various linguistic levels

are involved in the perception of speech
units at the same time,

~morphemes is of less value i% is
%

I. Speech Perception as _an Action,

It is generally considered that the pro.
bability prediction is based on the fact
that the listener is an active recipient
of speech. Our experiments have confirmeq
the significance of the probability fac-
tor. Thus, the greater the probability of
a word or syllable, the higher the cor-
rect recognition scores. An additional
experiment has shown, however, that this
mechanism is closely related to the fre-
quency distribution in a sample,i.e. when
frequencies of elements correspond to
their linguistic probabilities this de-
pendence is the lowest. Conversely, when
the elements are equally distributed the
direct dependence is higher.When the dis-
tribution is reverse, i.e., when elements
with high probabilities occur rarely and
vice versa, the dependence is also highey
but the correlation will have an opposite
sign ("-") indicating that high probabi-
lity elements are harder to recognize
than low probability ones. Thus, the ac-
tive character of perceptual processes is
revealed in an interplay of the listener's
sociolinguistic experience and the cur-
rent analysis of frequency distributions
in a given sample., The listener's activi-
ty is also revealed in series of choices
he has to make: of a perceptual (phone-
tic) base from those he has at his dispo-
sal; of a morpheme from a corresponding
morphemic class; of a word from a set of
similar words, etc. All this applies only
to speech units (from sounds to words)
presented in isolation. In a text,how-
ever, the role of this factor considerab-
ly decreases, On the other hand, a  key
word prediction factor emerges, whose ac-
tivity is linked with the work of associ-
ation mechanism.

II. THE PSYCHOLINGUISTIC TYPOLOGY OF
LANGUAGES,

Comparison of significant factors for a
number of languages, namely,Russian, Ger-
man, English and French enabled us to ob-
tain both universal and language specific
factors, F and Parts of Speech are ex-
amples of ﬁBiversal factors.Specific fac-
tors for the Russian language are the lo-
cation of the word stress and word ordere
The former is non-existent in French while
the latter in German. The word-length fac-
tor may serve as another example. In Rus-
sian, the word length in syllables is

quite significant whereas wor lengtgimég
less). In German the situat is the re-
verse,word length in syllables being comp-
letely insignificant and word length in
morphemes is in the forefront of signi-
ficant factors. This latter fact is evi-
dently connected with the greater "syn-
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taxicality™ of the German word. A projec-
ted analysis of other languages will help
to establish a typology of languages at
the perceptual level.

III. THE FORMATION OF THE PERCEPTUAL ME-
CHANISM IN SPEECH ACQUISITION AND IN
SECOND-LANGUAGE LEARNING.

A. A comparison of speech perception me-
chanisms in normal adults against the
background of white noise,in hard-of-hea-
ring adults, in normal children listening
to speech in white noise and in hard-of-
hearing children has shown that there was
a +0.11 and a +0.14 rank correlation bet-
ween adults and children for the same
distortion type, and § = +0.50 Dbetween
the two groups of children as well as the
two groups of adults. This indicates that
speech perception is determined by the
age of the listener. It is especially im-
portant for children.

B, The Sets of factors and their hierar-
chy change in the course of second langu-
age learning, the degree of gimilarity
with the native language mechanism decre-
ases as that of the second language in-
creases., For example, in the group of
German students that participated in re-
cognition tests of Russian words in white
noise in their 1st, 3rd and 5th years at
the university, ¢ varied as follows:
0.40— 0,28 —=0.18 as compared to the
mechanism in German and 0.45—+0.42—+0.71
as compared to that in Russian.

On the basis of the above presented data
it may be concluded that significant lin-
guistic factors are perceptual cues (in
the sense of the word introduced by S.Vy-
gotsky and A.A.Leontyev), reflecting the
elementary psychological operations of
the speech perception processes.Moreover,
the investigation suggests that the sig-
nificance (and the maximump ¢ )} cannot be

obtained unless an adequate way 1s found
of determining factor levels (see the
example on word length in Russian and Ger-
man given above). The listener is assumed
to make use of linguistic factors "keep-
ing in mind" a particular level of fac-
tors. Hence, levels of linguistic factors
are decision-making units.

Acknowledgements

The author wishes to thank Prof.L.R.Zin-
der for helpful comments on earlier ver-
sions of this report and his interset in
all stages of the research. Thanks are due
to my colleagues who took part in vario-~
us experiments of the study. I also thank
I.Panasjuk for looking through the Eng-
lish version of the text and making use-
ful suggestions.

REFERENCES

1 L. Zinder, A. Stern. Factors Affecting

2.

Word Recognition. - Recent Trends in
Soviet Psycholinguistics, New York,
1977-1978, p. 123-130,

A. Stern. Articulatory Tables for the
Development of Perceptual Skills and
Testing the Auditory Function. Lenin=-
grad State University Press, 1984 (in
Russian).

Se 3.4.4 75




il

e e —— e A S

PERCEPTION OF TONAL PATTERNS IN SPEECH: IMPLICATIONS
FOR MODELS OF SPEECH PERCEPTION

DAVID HOUSE

Department of Linguistics and Phonetics
Lund University
Sweden

ABSTRACT

This paper advances a model of pitch
perception in speech 1in which spectral
changes influence the analysis of the
tonal contour. This interrelationship is
examined in view of certain 1linguistic
requirements of tonal contours in the

perception of spoken language. It is
concluded that the perception of tonal
movements is optimized when these

movements occur in regions of spectral
stability, that movement at the syllable
level can be perceived directly as
linguistic categories and that movement at
the phrase level can be reconstructed from
tonal levels stored in short-term memory.

INTRODUCTION

Intonation provides listeners with
important information which facilitates
the perception of spoken language (l1). In
this paper the word intonation will be
used in a wide sense, that of perceptually
significant changes in fundamental
frequency which have a linguistic
function. The purpose of this paper is to
examine how these changes and their
relationships to spectral changes can be
represented 1in the peripheral auditory
system and in short-term memory, and how
this representation can be used to aid and
guide the speech perception process.

Information obtained from Fo movement
can be greatly varied and can function on
several different 1levels simultaneously.
The type of information dealt with here
concerns linguistic categories such as
relative syllable importance (stress),
relative word importance (focus), language
specific information at +the word level
(worad accents and tones), phrase
boundaries (juncture) and connective
patterns over a longer time domain
(grouping). Some of the principles
involved in Fo-movement perception might,
however, also be applicable to other types
of information such as emotions,
involvement, etc.

Raw Fo movement must be transformed by
the perceptual mechanism into relevant
tonal categories. This transformation
presupposes an analysis of frequency
(pitch), direction of movement (rising,
falling) and range of movement. Current
psychoacoustic and physiological models of
pitch perception are generally in
agreement that some degree of central
processing is involved, but it is still
unclear as to what extent pitch analysis
interacts with spectral resolution (2,3).
Pitch perception in spoken language
involves the additional problem of coping
with rapidly changing spectral cues and a
pitch contour broken up by voiceless
segments. This leads to a key question.
Is pitch analysis continuous, following Fo
without being influenced Dby breaks and
spectral events, or is it more selective
and economical using critical portions of
movement which are then stored in
short-term  memory and retained for
decisions involving larger time domains?
On the basis of two perception
experiments, this paper advances a model
which takes the latter view.

PERCEPTION OF TONAL MOVEMENT
AT THE SYLLABLE LEVEL

The first experiment was designed to
test the influence of rapid spectral
changes on the categorization of simple
rise-fall and fall-rise tonal patterns at
the syllable level. In this experiment,
the categories were not linguistic ones
but rather-were presented to the listeners
in the form of an ABX test design (4).

A Klatt software synthesizer and a VAX
digital computer were used to synthesize 2
Swedish /a/ vowel with formant frequencies
of 600, 925, 2540 and 3320 Hz. (5,6).
Vowel duration was 300 ms including 30 ms
intensity onset and offset. Fundamental
frequency was systematically varied to
create 18 different stimuli. The Fo
contour for stimulus A, designed to elicit
rise-fall categories, rose from 120 Hz tO
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a turning point of 180 Hz and then fell to
an end point of 100 Hz. The Fo contour
for stimulus B, designed to elicit
fall-rise categories, began at 120 Hz
falling to 80 Hz and then rose to 160 Hz.
The difference in end-point frequency was
designed to test the effect of end-point
variation on the rise-fall, fall-rise
categories, i.e. movement pattern versus
discrete frequency analysis. The 18
stimuli were constructed by systematically
varying the turning point in steps of 20
Hz from 80 Hz to 180 Hz with three
different end-point configurations: 100
Hz, 160 Hz and 120 Hz. The beginning
point was always 120 Hz. Listeners
consistently categorized these stimuli on
the basis of movement pattern and did not
use end-point frequency.

To test the effects of rapid spectral
changes on the categorization, three more
versions of the test were made by
introducing a gap, consisting of an
intensity drop preceded and followed by
formant transitions for /b/, 1into the
first part, the middle part, and the final
part of the vowel respectively. Figure 1
illustrates the Fo contours of the stimuli
with the gap in the first part of the
vowel.

Hz Stimulus
180 ¢ 1
160 2
140 ¢ . 3
120 + 120 4
100 } 100 5
80 6
180 7
160 160 8
140 9
120 t120 —€ 10
100 } ) 11
80 ¢t 12
180 ¢ 13
160 } 14
140 | ' 15
120 F120 120 16
100 } 17
80 | 18
s et e
250 ms

Figure 1.

Stylized tonal contours of one version of
the ABX test. The dashed lines . (stimuli 1
and 12) were also stimuli A and B.
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Although a few listeners continued to
categorize the new stimuli on the basis of
tonal movement, most of the listeners’
responses were altered by the intrusion of
the spectral changes. When the intrusions
were placed in the middle and in the last
part of the vowel, categorization was more
strongly based on end-point frequency.
When the intrusions were placed in the
beginning of the vowel, the
categorizations were reversed vis-a-vis
the end-point frequency but corresponded
to the average frequency 40~-80 ms after
the intrusion.

These results seem to indicate that
tonal movement 1is optimally perceived
during portions of high spectral
stability. If the perceptual 1load is
increased by rapid spectral changes, and
the duration of spectral stability is
decreased, tonal movement will then Dbe
perceived and stored as tone levels. This
interpretation also complies with the
results obtained by Garding, et al. (7)
where perception of tone 4 (falling) in
Standard Chinese was altered to tone 3
(dipping) by moving the fall backwards in
time toward the CV boundary and also by
increasing the steepness of the fall.
These manipulations were done by means of
LPC synthesis.

Languages, then, which need to manifest
rising and falling Fo at the syllable
level should optimally place these
movements in places of spectral stability.
This corresponds to Bruce’s (8) production
and perception data for Swedish concerning
the timing of the word accent fall in
non-focal position, where accent II is
marked by a strong falling Fo well within
the stressed wvowel. This interpretation
also has explanatory power concerning
production data reported by Lindau (9) for
Hausa (a two-tone language) where tonal
turning points occur at the end of the
vowel, a high being manifested as a rise
and a low being manifested as a fall.

PERCEPTION OF TONAL MOVEMENT
AT THE PHRASE LEVEL

The second experiment concerns
perception of phrase boundary markers and
connective patterns (10,11,12). Listeners
were presented with sequences of five
fives (55555) and asked to Jjudge whether
the sequence was grouped 55-555 or 555-55.
The fundamental frequency of a natural
Scanian fem (five) was manipulated in
various ways using LPC synthesis.
Variations comprised fall-rise and
rise-fall patterns at different frequency
levels as well as rising and falling
patterns having different ranges. These
variations were then Jjoined together to
create the sequences. Duration was not a
variable as each syllable was equal in
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length as were the intervals between them.
36 different sequences were used as
stimuli.

The results clearly showed that
listeners can use a rising or a falling Fo
movement having a greater range than in
the surrounding syllables as a demarcative
cue signalling the end of a group. The
results also indicated that listeners can
rely on connective Fo movement patterns
encompassing the entire group. Examples
of such patterns are the “hat-like" and
“trough-like" intonation patterns (13).
The perception of such patterns implies
the use of some type of short-term memory
where Fo movement is stored (either as
movement patterns or as frequency levels)
to be retrieved when the entire group has
been heard.

Another example from the material where
the use of memory seems to be important is
found where listeners interpret precisely
the same falling syllable in the same
position (the second "five") in two
different ways depending on the
surrounding Fo movement. In one case the
falling Fo movement of the syllable is
interpreted as the end of a ‘“hat-like"
pattern signalling the end of a
two-syllable group. In the other
instance, the same falling Fo movement is
followed by a greater fall to a lower
frequency. This causes the second
syllable to be interpreted as the middle

“five" of a three syllable group (Figure

2).

Hz

TN TN

&\\\\\

150

Figure 2. .

Stylized tonal «contours of two 55555
stimuli showing how the same falling
syllable was interpreted in two ways. The
top stimulus was interpreted as 55-555 and
the bottom one as 555-55.

IMPLICATIONS FOR SPEECH PERCEPTION MODELS

when constructing a model of speech
perception which takes into consideration

fundamental frequency movement, pitch
analysis is generally viewed as
presupposing a first-order frequency

analysis of the speech wave based on the
the mechanical properties of the basalar
membrane and characteristic frequencies
and temporal responses of auditory-nerve
fibers. This analysis provides the raw
materials for a second-order analysis of
pitch and timbre (14). On the basis of
the data reported here, I would like to

tentatively propose two different
mechanisms of second~-order pitch
perception. The first is a direct

conversion of Fo movement into 1linguistic
categories. The second is a reconstuction
of tonal movements or levels from
short-term memory.

The categories of stress, word accents
and tones, and in certain cases focus are
likely candidates for the direct
conversion of Fo movement. This movement,
optimally located in the vocalic segments,
is not then stored as movement, but rather
as the corresponding linguistic category.
This type of direct perception can be seen
as corresponding to an event approach .to
segmental perception as proposed by Fowler
(15). The rapidly perceived  stressed
syllables, for example, marked by tonal
movement, can serve to guide perception to
important areas of meaning (16).

Candidates for short-term memory based
pitch analysis are Jjuncture cues for
boundaries, connective patterns for
grouping and in certain cases focus. In
this type of analysis, pitch could be
stored first as tonal levels and then
transformed into 1linguistic categories.
Figure 3 presents a schematic diagram of
the two different perceptual mechanisms.

Where the perception of intonation is
seen as an important part of speech
perception, the proposed division of
movement perception into two mechanisms
could have implications for more general
models of speech perception. Although

this division is tentative and
speculative, it is an attempt to
understand pitch perception in a

linguistic frame of reference.
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GROUPING
LEXICON JUNCTURE
FOCUS

N N

LINGUISTIC
CATEGORIES

STRESS —
ACCENT
FOCUS L L

TONAL LEVELS
H

MEMORY

SECOND-ORDER

ANALYSIS SPECTRAL

PITCH: FREQUENCY ANALYSIS

DIRECTION OF
CHANGE

FIRST-ORDER ANALYSIS
FREQUENCY-PLACE

SPEECH WAVE

Figure 3.

Diagram illustrating two different
perceptual mechanisms for pitch movement
perception.
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ABSTRACT

For German it has been demonstrated in
a number of experiments that in production
as well as in perception a level and a
level + falling FO0 contour on a prestop
vowel are cues for fortis and lenis stop,
respectively. This paper reports on per-
ception experiments that replicate the
German findings for English, and relates
the results to an interaction of three
factors: (a) prestop microprosody, (b)
poststop microporosody, (c) global utter-
ance macroprosody.

INTRODUCTION

The importance of FO after stop release
as an acoustic cue for the lenis/fortis
categorization of stop consonants has been
known for a 1long time /1/. FO0 preceding
the stop closure, on the other hand, has
not been attributed a similar cue value.
For German it has been demonstrated in a
number of experiments with the utterances
"Diese Gruppe kann ich nicht 1leiden/lei-
ten." ("I cannot stand/lead this group.")
that in production as well as in percep-
tion a level and a 1level + falling FO
contour on the prestop vowel are cues for
/t/. and [/d/, —respectively /2/. These
results have been only partially repli-
cated for English in the utterances "I am
telling you I said widen/whiten." with
very much smaller effects /3/. This
difference was related to the fuzziness of
the segment boundary in /w/ + /ae/ as
against /1/ + /ae/ and to the fact that
long initial formant transitions have been
found to increase the perceived duration
of a following vowel. To test this
hypothesis, three perception experiments
were carried out. In the first one, the
previous German test was repeated (a) with
another German group in order to demon-
strate the generalizability of the discov-
ered signal/perception 1link for German,
{b) with a group of British English speak-
ers in order to show up any perceptual
differences due to language background,
and to establish a base-line for the other
two experiments, which (1) replicated the
segmental chain and the F0 patterns of the
German test items (/'laedn/ - /'laetn/)

in an English sentence frame, and (2)
compared its results with those for
/'waedn/ - /'waetn/.

EXPERIMENT 1°
Procedure.

The test tape of experiment 2 of /2/
was presented to a group of 16 native
speakers of German (students of phonetics
and languages), in several subgroups, via
a loudspeaker in a sound-treated room of
the Kiel Phonetics Institute. They
classified the stimulus utterances as
"leiden" or "leiten" sentences by ticking
the appropriate boxes on prepared  answer
sheets. Two groups of 6 and 7 British

English speakers performed the same test

under the same conditions, but they gave
their answers by pressing one of two
buttons at the recording stations of a
reaction-time measurement system. They
were students of German spending 6 months
in Kiel to improve their proficiency in
the language.

Results.

The German group replicates the results
of the previous test (cf. /2/, pp. 24ff)
in every respect (see figure 1). The two
English groups, which do not differ from
each other and are, therefore, combined in
the data presentation of figure 2, also
show clearly separate identification
functions for level and falling F0. But
they have a higher percentage of /d/
responses in the middle of the duration
ratio range for both level and continu-
ously falling FO, and the response curves
for falling and level + falling FO0, which
are already close together in the data of
the German group, coalesce in this upward
shift of two of the identification
functions. This means that the English
subjects show the same perceptual effects
with regard to level F0 as against the
other two FO0 patterns, but that they
nevertheless locate the duration ratio
boundary at a lower value than the German
listeners. The reason fo this difference
may be that because English speakers
generally devoice the nasal plosion
after fortis stops, the absence of this
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feature in the German test stimuli biases
English listeners towards /d/ in the
middle of the duration ratio range.

EXPERIMENT 2

Procedure.

Two English sentences were constructed
that replicate the focal and utterance-
final position as well as the segmental
structure and the phonetic context of the
German test words in Experiment 1. The two
family names "Lyden" and "Lighton", which
are of equal (low) frequency in Britain,
were inserted in the sentence frame "I
think you'd have to ask ..." They contain
the same phoneme sequences as the German
words and can also be realised with nasal
plosion. They, too, occur after a voice-
less consonant cluster that interrupts the
FO glide from a low value on "ask" to a
high one in the contrastively stressed
name so that F0 has practically reached
its peak value when it sets in again at
voiced /1/ onset.

These sentences were pronounced several
times by a native speaker of Southern
British, with focus stress on the name,
elicited by the context "Who do you think
would know about this, Lyden or Lighton2"
The F0 contours across the names were very
similar to those found in the German sen-
tences of Experiment 1 (cf. /2/, p. 24):
before the 1lenis stop FO0 drops much
further in the stressed vowel than before
fortis. One token of a "Lyden" sentence
was selected for the test stimulus genera-
tion, which followed the principles laid
down in /2/. The stressed vowel measured
289 ms, its closure duration 46 ms and its
stop release 24 ms.

Three F0 patterns were generated across
the stressed vowel: (a) Level + falling
(122-120-75 Hz) with the fall beginning at
the vowel center, (b) level (122-120), (c)
linearly falling throughout (122-75 Hz).
These FO0 contours were combined with 7
rate-manipulated vowel durations, from 260
ms down to 200 ms in 10-ms steps. The
closure voicing and release were excised
and replaced by silence, which was
increased from 70 ms up to 160 ms in 6
equal steps, complementary to the vowel
shortening. The 21 vowels produced in this
manner, together with the complementary
closure pauses, were spliced into the
carrier utterance. Thus the durations and
FO patterns of the resulting 21 '"Lyden/
Lighton" stimuli were fully comparable to
those generated in the German test, the
only difference being that after the
silence FO set in at 70 Hz (instead of 66
Hz) and that the periodicity of the nasal
was more regular and of much greater
amplitude than in the German "leiden/lei-
ten" stimuli, i.e. there was proper and
strong voicing instead of creak.

Since the frame was not synthesiz.?,
the stimuli sounded completely natural,
and no "“"synthetic" quality was detectable
in the synthesized vowel sections either.
The 21 stimuli were copied ten times and
randomized to give a test of 210 stimuli,
following the same procedure as in the
German test. The same two groups of native
British English speakers as in Experiment
1 acted as informants under the same
listening conditions in separate sessions.
They classified the stimulus utterances as
"Lyden" or "Lighton".

Results and discussion..

The two groups differ in their
responses to the level FO stimuli, one
giving more /d/ judgements. Figure 3
presents the combined group results. They
are basically congruent with the English
group results of Experiment 1: the iden-
tification curves occupy more or less the
same positions along the duration ratio
axis, the functions for the two falling FO
sets are again not differentiated from
each other, but are clearly separate from
the function for level FO0, which yields
significantly more /t/ responses. The
differences between the two experiments
are (a) somewhat more /d/ Jjudgements in
the lower half of the duration ratio scale
for Experiment 2, and (b) different as
against identical behaviour c<f the two
groups in the two experiments. So there
must be some essential acoustic difference
between the English "Lyden/Lighton" and
the German "leiden/leiten" stimuli. The
obvious candidate is the strong voicing
instead of creak in the final nasal of the
English utterances. It provides a more
promiment release cue for /d/, which may
enter into conflict with the fortis cues
and weaken their effects, i.e. the effect
of flat FO0 generally and the effect of
duration in the lower range. This conflict
can e solved differently, according to
vhether the release 1is weighted more
~ighly, especially than flat FO. The two
groups differ in this respect.

EXPERIMENT 3
Procdure.

The sentences "I am telling you I said
wid=n/whiten." were pronounced several
times with focus stress on the final word
aii! with nasal plosion by the same native
Southern British speaker that produced the
utterances for Experiment 2. One "widen"
token was selected for constructing 21
test stimuli according to the same prin-
ciples as in Experiments 1 and 2. The
vowel durations ranged from 265 ms to 205
ms, the silence durations from 70 to 160
ms. Again 3 F0 patterns were generated
with each vowel duration. In the level
+ falling FO pattern the level section was
represented by the naturally produced
fluctuation between 119 and 123 Hz over
the first 100 ms of the original vowel,
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Fig. 1. Percentage /d/ responses as a
function of vowel/(vowel + closure) durat-
ion ratio for the 3 FO conditions in Expe-
riment 1 ("leiden/leiten™, German group),
and binomial confidence ranges at the 5 %
level; 16 1listeners. At each data point
N = 160.
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Fig.3. Responses of the combined British
English groups in Experiment 2 ("Lyden/
Lighton"). At each data point N = 130,
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Fig. 2. Responses of the combined British
English groups in Experiment 1. At each
data point N = 130.
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Fig. 4. Responses of the combined British
English groups in Experiment 3 ("widen
whiten"). At each data point N = 110.
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followed by a linear fall to 85 Hz, the
proportion of level and slope sections
staying the same in all 7 stimuli, The
first 100 ms of the 1level FO were
identical with the 1level section of the
level + falling pattern in the longest
vowel and changed proportionally with the
vowel duration; the remainder descended to
122 Hz., In the third pattern, F0 fell
linearly throughout from 119 to 85 Hz.

The original /d/ release was again
eliminated, and the 21 synthesized vowels
+ closure pauses were spliced into the
sentence frame. F0 at voice onset of the
final nasal was 89 Hz, descending to 69
Hz. The very 1large amplitude of the
regular periodicity in /n/ was adjusted to
the one found in "Lyden" by applying the
reduction factor .35. The durations and
the FO patterns were comparable to the
ones in the test stimuli of Experiments 1
and 2, but with important differences in
the height of the pre- and postconsonantal
F0 ending and starting points.

The test tape construction and the
running of the experiment followed the
same lines as in Experiment 2. A previous
run of the test was reported in /3/. It
was repeated here by the same two British
English groups as in Experiments 1 and 2.
In a pretest, each of the 13 subjects was
examined as to whether they distinguished
"wh" from "w". Two informants did and
were, therefore, excluded from the test
because their expectations for '"whiten"
would have been different.

Results and discussion.

Figure 4 provides the data for the
combined group. There are no inter-group
divergencies: The differences between the
three F0 patterns have practically disap-
peared. The effect of flat F0, which was
still slightly present in the previous run
of the same test, has been levelled out.
Otherwise the two test runs provide corre-
sponding locations of the identification
functions. Since it is only the response
curve for flat FO0 that is positioned
differently in the "Lyden/Lighton" and the
"widen/whiten" data, the initial consonant
/w/ cannot be responsible for the increase
of /d/ judgements. It must be an acoustic
feature difference that is peculiar to the
flat FO stimuli. In "Lyden/Lighton", FO is
flat across the stressed syllable, and a
rise from the preceding syllable is masked
by voicelessness; after the closure si-
lence, F0 resumes at its 1low utterance-
final value. The flat F0 contour is thus
bounded by voiceless stretches on both
sides, with 1low F0 preceding and fol-
lowing. In this environment, the high flat
FO, i.e. the fortis cue, becomes percep-
tually salient. In "widen/whiten", on the
other hand, there is an upward FO
glide from the low value of the preceding

syllable right into the stressed vowel,
and it is only the final 130 - 160 ms that
are actually flat. After the closure-
pause, there is a substantial FO0 fall of
20 Hz. In this context, the high flat FO0
is integrated into a macroprosodic rise-
fall pattern and is, therefore, percep-
tually far less salient, thus losing its
fortis cue strength.

GENERAL DISCUSSION

The results of the 3 experiments point
to the following prosodic influences on
lenis/fortis stop perception in German and
English. -

1. A flat F0 across a stressed prestop
vowel in a focused utterance-final
disyllable is a fortis cue, compared
with falling FO patterns, in both
German and English, as long as the flat
FO is clearly detachable from a macro-
prosodic utterance intonation as a
microprosodic manifestation. In German,
a flat + falling FO0 is also differ-
entiated from a continuously falling FO
as a stronger lenis cue. -

2. In English, the category Dboundary
between lenis and fortis is located at
lower duration ratios. This leads to a
coalescence of the identification
functions for flat + falling and
continuously falling.

3. A stop release with regular voicing of
high amplitude and an F0 fall (below
the focus peak) weakens the preconso-
nantal microprosodic fortis cue.

4., The microprosodic effects of prestop
flat and flat + falling F0 are oblit-
erated when they are integrated into
macroprosodic utterance pitch patterns.

5. The interaction of pre- and poststop
microprosody and of global utterance
macroprosody explains why a prestop FO
influence on lenis/fortis perception
can only arise under special circum-
stances and, therefore, not provide a
basis for tonogenesis (cf. /1/).
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ABSTRACT

Previous rescarch has shown that histeners use the
prosodic structure of utierances in a predictive fushion in
sentence comprehension, to direct atiention to accented
words. Acoustically identical words spheed into sentence
contents are responded to differenty if the prusodic
structure of the context is varied: when the preceding
prosody indicates that the word will be accented,
responses are faster than when the precedmrz prosody is
inconsistent with accent vccurring on that word. In the
present series of evperiments specch  hybridisation
techniques were st used 10 interchange the uming
patierns within pairs of prosodic varnants of ullerances,
independently of the pitch and intensity contours.  The
ume-adwusted utterances could then scerve os a hasts tor
the orthogonal manipulation of the three  prosodic
dimensions of pitch, mntensity and rinthm. The overall
patiern of results showed that when listeners use prosudy
to predict accent location, they do not simply rely on a
single prosodic dimension, but explont the interaction
between pitch, intensity and rhathm.

Speakers place uccent ona the most impurtant words 10 an
utterance. Thus by fnding accented words, fisteners can
efftiently locate the most ceniral purts of g speaher's
message. Previous studies huve shown that listeners do
indeed actively use sentence prosody to tell them where
accented words are going to occur. Cutler [2] produced
pairs of sentences vaning in prosodic contour. An
crample s (1):

(1) (2) The couple hud quarrelled over
a BOOK they had read.
(b) The couple hud quarrelied vver
a book they hadn't even READ.

U pper case represents sentence accent. In (1a) the main
scntence accent falls on &k, n (IB) on rezd  These
sentences  were wed s matertals i a3 phoneme-

monitoring experiment, in which listeners are asked o
respond as quickly as possible to the presence of a
specifed word-initial  phoneme. In (1), the targel
phoneme is /b/, so the target-bearing word is bk
Targets on accented words are responded to faster than
targels on unaccented words in this tash. In Culler's
experiment, the target-beuring word iisell was actually
spliced out of both sentence contexts and replaced in
each by identical copies of a neutral rendition of the
same word. The result of this manipulation was a pair of
sentences with acoustically identical target-bearing words,
which were preceded by identical sequences of wordy
the only difference between the members of cach pair
was the prosody applied to the words preceding the
target. In one case the prosodic contour in which the
target-bearing word occurred was consistent with accent
falling upon that word; in the other, it was consisient
with the target-bearing word being unaccented. Undef
these conditions, the "accented' targets still elicited faster
responses than the 'unaccented’ targets, and since the
only relevant differences between the two sentences in
each pair lay in the prosody, Cutler concluded that
listeners must have used cues in the prosody to direct
their atiention to the location where sentence accent
would fall.

Prosady, however, is not a unitary phenomenon. The
separate dimensions of rhythm, pitch and intensity all
contribute to the prosodic structure of an utterance.
Cutler's experiment did not examine Aow histeners were
exploiting prosody to predict accent, or whether any oné
prosodic dimension was more informative than others.

Cutler and Darwin [3] subsequently found that removing
pitch information - i.e. monotonising the sentences - dud
not remove the accent cllect; in monotonised spliced
sentences like (1) the ‘accented’ targets are stll
responded to signifianty faster than the *unaccented'
largets.

From this, Cutler and Darwin concluded that pitch
information could not be a necessary component ol the
accent  prediction  effect.  They  speculated  that no
prosodic dimension might prove necessary for listeners
to predict upcoming accents, bul rariation in any
prosodic dimension might prove sulftient.
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In the present studies, the three prosodic dimensions of

pitch, rhythm and intensity arc scparately manipulated in
an attempt to analyse the accent effect in further detail.
Unlike the study by Cutler and Darwin, which simply
removed the dimension of pitch by seuting it 10 a single
value across each ullerance, the present studies
investigate  the effects of the separate  prosodic
dimensions when they are /nierchanged between the two
members of a sentence pair. To begin with, using
dynamic time-warping techniques in a system developed
by Jeffrey Bloom at the Polytechnic of Central London
[11, we exchanged the rhythmic patterns within each pair
of sentences (for examples like [11, where naturally
different contours were produced by having a slight
variation tn the text at the end of the sentences, the
rhythmic patierns were ¢xchanged up to the point at
which the two members of the pair diverged). Thus
(1a), for example, was given the rhythm of (1b) but
retained its original pitch and intensity contours; (1b)
had the rhythm of (la) bul its own pitch and intensity
patterns.

In Experiment 1, phoneme-monitoring response times
were  measured in these  rhythmically  manipulated
sentences, and in the same sentences with intact
prosody. The intact sentences were LPC-analysed and
resynthesised  to  control  for acoustic  effcts  of
resynthesis.  The words  bearing  the target  were
acoustically identical in all four sentences belonging to a
set such as ().

There were 20 such sentence sets. Forty listeners, in
four groups of ten, took part in the experiment. kuch
group heard only onc scntence from each set, and the
two variables of 'accented’ versus 'unaccented’ targets,
and intact versus rhythmically manipulated prosody,
were counterbalanced across subgct groups.

Subjcts were tested individually.  Response mes,
measured from a click (inaudible to the subjcts) aligned
with target onsct, werc collected by a microcomputer
using programs developed by Norris [4]. After the
experiment subgcts were given a short recognition test,
and their responsc times were analysed only if they
scored at least two-thirds correct on this test.

The results of this cxperiment are shown in Fig. 1. The
intact sentences, in which rhythm, pitch and intensity
contours are preserved from the original utierance, show
the advantage of ‘accented’ over 'unaccented’ targets
which was found in the carlier cxperiments. This
indicates that the resynthesis alone is not interfering with
listeners' ability to use prosodic contours to predict the
location of accent. The difference in this condition is
significant  (FI(1,36) = 21.36, p <.001). In the
rhythmically manipulated sentences, however, the
advantage  of originally accented  over originalty
unaccented targets s less than half as large as the
diference in the prosodically intact sentences, and 1t is
not statistically significant (F1(1,36) = 3.55, p >.035).
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RT 480
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FIG. . Phoneme-monitoring response time (msccs.),
Experiment 1.

This experiment shows that the rhythmic manipulations
have severely affected the accent effect.  Each of the
utterances which had undergone this  rhythmic
manipulation had an unnatural, indeed a conflicting,
prosodic structure - pitch and intensity contours signalled
one prosodic pattern while the rhythm signalied another.
It is clear that listeners did not base their prosodic
processing on one aspect of the prosodic contour alone.

One pos